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(top), contour matrix (middle) and scatter plot versus distance between
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Figure 3-104 Pair-wise monitor correlation coefficients (R) expressed as a histogram

(top), contour matrix (middle) and scatter plot versus distance between
monitors (bottom) for the Boston CSA.
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ACRONYMS AND ABBREVIATIONS

129 mouse strain (129S1/SvimJ)

a alpha, ambient exposure factor

a-ATD alpha 1-antitrypsin deficiency

a-SMA alpha-smooth muscle actin

a-tocopherol alpha-tocopherol

a-TOH alpha tocopherol

a air exchange rate of the
microenvironment

A2 climate scenario in IPCC

AADT annual average daily traffic

Al1B climate scenario in IPCC

ABA abscisic acid

ABI abscisic acid insensitive

Alc glycosylated hemoglobin blood
test

Ach acetylcholine

ACM (Harvard University) Atmospheric
Chemistry Modeling (Group)

ACS American Cancer Society

ACS-CPSII ACS Cancer Prevention Study I

ADC arginine decarboxylase

ADSP Adirondack State Park, NY

AER air exchange rate

AH, ascorbic acid; ascorbate

AHR airway(s) hyperresponsiveness,
airway(s) hyperreactivity

AhR aryl hydrocarbon receptor

AHSMOG (California Seventh Day) Adventist
Heath and Smog (Study)

Al alveolar interstitial

AIC(s) Akaike’s information criterion

AIRS Aerometric Information Retrieval
System; Atmospheric Infrared
Sounder (instrument)

Al mouse strain

Ala-9Val genotype associated with
Manganese superoxide dismutase
(MnSOD) gene

AM alveolar macrophage(s)

ANF atrial natriuretic factor

AOT20 seasonal sum of the difference
between an hourly concentration
at the threshold value of 20 ppb,
minus the threshold value of 20
ppb

AOT30 seasonal sum of the difference
between an hourly concentration
at the threshold value of 30 ppb,
minus the threshold value of 30
ppb

AOT40 seasonal sum of the difference
between an hourly concentration
at the threshold value of 40 ppb,
minus the threshold value of 40
ppb
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AOT60

AOTx

AP
A2p

APEX
APHEA(2)

APHENA

ApoB
ApoE
APX
aq
AQCD
AQI
AQS

AR
AR4

AR5
ARG
ARIC
ARIES

atm
ATP
ATPase

ATS
avg
AVHRR

B

Bl

B6

BAL
BALB/c
BALF
bb

seasonal sum of the difference
between an hourly concentration
at the threshold value of 60 ppb,
minus the threshold value of 60

ppb

family of cumulative, cutoff
concentration-based exposure
indices

activated protein

climate scenario in IPCC
(preliminary version of A2)

Air Pollutants Exposure (model)

Air Pollution on Health: a
European Approach (study)

Air Pollution and Health: A
European and North American
Approach

apolipoprotein B
apolipoprotein E

ascorbate peroxidase
aqueous form: (aq)Os

Air Quality Criteria Document
Air Quality Index

(U.S. EPA) Air Quality System
(database)

acoustic rhinometry

Fourth Assessment Report (AR4)
from the IPCC

Fifth Assessment Report (AR5)
from the IPCC

arginase variants (ex., ARG1,
ARG2, ARG1h4)

Atherosclerosis Risk in
Communities

(Atlanta) Aerosol Research and
Inhalation Epidemiology Study

atmosphere
adenosine triphosphate

adenosine triphosphatase;
adenosine triphosphate synthase

American Thoracic Society
average

advanced very high resolution
radiometer

beta, beta coefficient; regression
coefficient; standardized
coefficient; shape parameter; scale
parameter

boron

climate scenario in IPCC
mouse strain (C57BL/6J)
bronchoalveolar lavage
mouse strain
bronchoalveolar lavage fluid
bronchials
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BB
BC
B cells

B6C3F1
BDNF
BEAS-2B
BEIS

BELD
BIPM

BM
BMI
BNP
BP
BPD
bpm

Br
BRFSS

BS

BSA
Bsp, BSP
Bt, BT, bt

BTEX

BW

°C

130
C3
C3

C4

C16:0
ci8:1
Ca

Ca

[Ca]

Ca2+

CA

CAA
CALINE4

CAM

CAMP

bronchial airways

black carbon
bone-marrow-derived
lymphocytes; B lymphocytes
mouse strain

brain-derived neurotrophic factor
human bronchial epithelial cell line

Biogenic Emissions Inventory
System

Biogenic Emissions Landcover
Database

International Bureau of Weights
and Measures

basement membrane
body mass index

B -type natriuretic peptide
blood pressure

biparietal diameter
breaths per minute
bromine

Behavioral Risk Factor
Surveillance System

black smoke
bovine serum albumin
black smoke particles

Bacillus thuringiensis; bacterium
proteins used in pesticides (or
genetically engineered plants
produce Bt toxin)

family of compounds (benzene,
toluene, ethylbenzene, and xylene)

body weight

carbon; concentration; ([vitamin] C,
ascorbate)

degrees Celsius
carbon-13 isotope
mouse strain (C3H/HEJ)

plants that use only the Calvin
cycle for fixing the carbon dioxide
from the air

plants that use the Hatch-Slack
cycle for fixing the carbon dioxide
from the air

palmitic acid (saturated fatty acid)
unsaturated fatty acid

calcium

ambient concentration

calcium concentration

calcium ion

Canada (ICD-10-CA)

Clean Air Act

California line source dispersion
model for predicting air pollutant
concentrations near roadways

plants that use crassulacean acid
metabolism for fixing the carbon
dioxide from the air

Childhood Asthma Management
Program

Draft — Do Not Cite or Quote XXXIV

CAMXx

CAN
CAP(s)
CAR

CASAC

CASTNET

CAT
CB

C57BL/6
C57BL/6J
CBSA
c/C
CCsP

CD

CD-1
CDC

CF
CF2

C-fibers

CFR
CGRP
CHs;
CH,4
CoH,
CoHy
C3H

CsHe
CHAD

CHs;Br
CH;-CHO
CHsCI
CH;-CO
CHD
CHF
CyHs—H
C3H/HeJ
CHal
CHIP

CH3O;
CH300H
CHS

Cl

Comprehensive Air Quality Model,
with extensions

Canada
concentrated ambient particles
centriacinar region

Clean Air Scientific Advisory
Committee

Clean Air Status and Trends
Network

catalase

carbon black; CMAQ mechanisms
(ex., CB04, CB05, CB06)

mouse strain

mouse strain

core-based statistical area
carbon of total carbon
Clara cell secretory protein

cluster of differentiation (various
receptors on T-cells: CD8+, CD44,
etc.); criteria document (see
AQCD)

mouse strain

Centers for Disease Control and
Prevention

charcoal-filtered; carbon filtered air

twice-filtered air (particulate filter
and activated charcoal filter)

afferent, slow, unmylenated nerves
innervating the respiratory system

Code of Federal Regulations
calcitonin gene-related peptide
methyl group

methane

acetylene

ethylene

mouse strain (C3H/HEJ or
C3H/0OuJ)

propylene

Consolidated Human Activity
Database

methyl bromide
acetaldehyde

methyl chloride

acetyl radical(s)
coronary heart disease
congestive heart failure
ethane

mouse strain

methyl iodide

Effects of Elevated Carbon Dioxide
and Ozone on Potato Tuber
Quality in the European Multiple
Site Experiment

methyl peroxy (radical)

acetic acid; methyl hydroperoxide
Child Health Study

confidence interval(s)
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G

Cl
Cl
Cl;
CLE

CL™M
CINO,
cm
cm?
CM
CMAQ

CN

CNA
CNS
(6{0)
CO;
COD

Col-0
COP

COPD

COX-2

CRA

CRP
CSs
CSA

csb, Csb

CSF
CST
CSTR
Csv

CT
CTM(s)
cum avg
CUOt

Cv, C.v.
Cv, C.V.
CvD

airborne O3 concentration at
microenvironment j

chlorine
chlorine ion
chlorine gas

Current Legislation (climate
scenario in IPCC)

chemiluminescence method
nitryl chloride

centimeter(s)

square centimeters

Clinical Modification (ICD-9-CM)

Community Multi-scale Air Quality
modeling system

constant atmospheric nitrogen
deposition (in PNET-CN
ecosystem model)

continental North America
central nervous system

carbon monoxide; Cardiac output
carbon dioxide

coefficient of divergence;
coefficient of determination

(Arabidopsis ecotype) Columbia-0

Conference of Parties (to the
UNFCCC)

chronic obstructive pulmonary
disease

cyclooxygenase 2 enzyme
concentration-response

Centro di ricerca per la
cerealicoltura (CRA) [The Centre
for Cereal Research] — Unit 5: The
Research Unit for Cropping
Systems in Dry Environments in
Bari, ltaly (water-stressed
conditions)

C-reactive protein
corticosteroid

cross-sectional area; combined
statistical area

cockayne syndrome (cb)
gene/protein group A

colony-stimulating factor
central standard time
continuous stirred tank reactor

comma-separated values (a
spreadsheet format)

computer tomography
chemical transport model(s)
cumulative average

The cumulative stomatal uptake of
O3, using a constant O3 uptake
rate threshold (t) of nmol/m?/s

coefficient of variation
cultivar
cardiovascular disease
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CXC

CXCR2

CXR
CyS
Cys-LT

cyt

A, 3
AFEV;
AVp

2-D
3-D
DAHPS

DBP
DC(s)
DDM
DEP(s)
df
DGGE

DHA
DHAR
DHBA
DLEM
dm?®
DNA

DOAS

DOC
DR

dt

DTH
DU
DwW
E

Ea

EBC
EC
ECE

ECG
ECOPHYS

ED

chemokine family of cytokines,
with highly conserved motif:cys-
Xxx-cys (CXC) amino acid group

CXC chemokine receptor 2
(CXCR2)

Chest (x-ray) radiograph(s)
protein cysteines

cysteinyl leukotrienes (LTCy4, LTDy4,
LTE,)

cytosolic-free
delta, difference; change
change in FEV,

change in dead space volume of
the respiratory tract

two-dimensional
three-dimensional

3-deoxy-D-arabino-heptulosonat-
7-phosphate synthase

diastolic blood pressure
dendritic cell(s)

direct decoupled method
diesel exhaust particle(s)
degrees of freedom

denaturing gradient gel
electrophoresis

dehydroascorbate
dehydroascorbate reductase
2,3-dihydroxybenzoic acid
Dynamic Land Ecosystem Model
cubic decimeter(s)
deoxyribonucleic acid

differential optical absorption
spectroscopy

dissolved organic carbon

type of human leukocyte antigens
(HLA-DR)

Portion of time-period spent in
microenvironment j

delayed-type hypersensitivity
Dobson unit(s)
dry weight

embryonic day (ex., E15, E16,
etc); [vitamin] E

exposure to pollutant of ambient
origin

exhaled breath condensate (fluid)
elemental carbon

endothelin converting enzyme(s)
[i.e., ECE-1]

electrocardiogram

physiological process modeling to
predict the response of aspen
forest ecosystems (modeling
growth and environmental stress in
Populus)

emergency department; embryonic
day (ex., ED5, ED20)
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EGEA

EGEA2

EHC-93

ELF
EMI

Ena

ENA-78

eNO
eNOS
ENVISAT
EOTCP

EP
EPA

EPIC

ER
ESA
ET

ET,

ET.

ETS

EU

EUS

[0)
OPSII-max

F344
F2a

FA
FACE
FACES

fa

FC

FEF
FEF25.75

FEFx

(The) Epidemiology (study on)
Genetics and Environment of
Asthma, (adults and children with
asthma)

follow-up study on EGEA (adults
with asthma only)

ambient PM reference sample
(urban dust [air particles] collected
in Ottawa Canada)

extracellular lining fluid

(U.S. EPA) Exposure Model for
Individuals

exposure to pollutant of
nonambient origin

epithelial cell-derived neutrophil-
activating peptide 78

exhaled nitric oxide
endothelial nitric oxide synthase
(EAS) Earth Observation satellite

European Open Top Chamber
Programme

epithelial cells
U.S. Environmental Protection
Agency

European Prospective
Investigation into Cancer and
Nutrition

emergency room
European Space Agency

extrathoracic; endothelin (i.e. ET-
1)

anterior nasal passages within the
extrathoracic (ET) region

oral airway and posterior nasal
passages within the extrathoracic
(ET) region

environmental tobacco smoke
European Union

eastern U.S.

Phi; calculated efficiency

maximum photochemical effective
quantum vyield of PSII

Fraction of the relevant time period
female
Fischer 344 (rat strain)

8-isoprostane (major F2
prostaglandin [8 iso-PGF2a))

filtered air
free-air—-CO; enrichment (system)

Fresno Asthmatic Children’s
Environment Study

frequency of breathing
fibrocartilaginous coat
forced expiratory flow

forced expiratory flow between the
times at which 25% and 75% of
the vital capacity is reached

forced expiratory flow after (x)%
vital capacity (e.g., after 25, 50, or
75% vital capacity)
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FEM
FeNO
FEV:

FHM
FIA

Fint
Finf,i

FLAG
Firr

Fnose
Fo

FPM
FR
FRAP
FRC
FRM
Frr

FstO1

I:URT

FvC
Fv/IFm

FVI

4
y-TOH

g, mg, kg, ug, ng, pg

GAM
gbs

GCLC

GCLM

G-CSF

GD
GEE
GEOS

GEOS5
GEOS-Chem

GFAP

Federal equivalent method
exhaled nitric oxide fraction

forced expiratory volume in 1
second

(USDA Forest Service) Forest
Health Monitoring Program

(USDA Forest Service) Forest
Inventory and Analysis Program

infiltration factor

infiltration factor for indoor
environment (i)

Federal land managers’ air quality
related values workgroup

fractional uptake efficiency of the
lower respiratory tract (LRT)

fractional uptake efficiency via
nasal absorption

fraction of time spent in outdoor
microenvironments

Forest Pest Management
Federal Register

ferric reducing ability of plasma
functional residual capacity
Federal reference method

fractional uptake efficiency of the
respiratory tract (RT)

flux cut off threshold

fractional uptake efficiency of the
upper respiratory tract (URT)

forced vital capacity

a ratio: a measure of the maximum
efficiency of Photosystem Il

fruits and vegetables index
gamma
gamma-tocopherol

gram(s), milligram(s), kilogram(s),
microgram(s), nhanogram(s),
picogram(s)

granulocyte; guanosine
gram(s); gaseous form: (g)Os
generalized additive model(s)

conductance through boundary
layer and stomata

(glutathione genetic variant)
glutamate-cysteine ligase catalytic
subunit

(glutathione genetic variant)
glutamate-cysteine ligase modifier
subunit

granulocyte colony-stimulating
factor (receptor)

gestational day
generalized estimating equations

(NASA) Goddard Earth Observing
System model

GEOS version 5

GEOS-Chemistry (tropospheric
model)

glial fibrillary acidic protein
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GH
GHG
GLM(s)
GMAO

GM-CSF
GOME

GOMOS

G6P
G6PD

GPP
G-proteins
GPT

GR

GSH
GS0;/GS05*
GSR

GSS

GSSG

GST

GSTM1

GSTP1

GTP
GTPases
GWP
GxE

h

h/day

H; H+; He

*H

Ha

ha

HA
HA(s)
Hb
HbAlc

HC(s)
HCFC(s)
HCHO
H,CO
HCO-
HDM
2HDM
HDMA
*He

growth hormone
greenhouse gas
generalized linear model(s)

(NASA) Global Modeling and
Assimilation Office

granulocyte macrophage colony-
stimulating factor

(ESA) Global Ozone Monitoring
Experiment (spectrometer)

Global Ozone Monitoring by
Occultation of Stars (ESA
ENVISAT spectrometer measuring
long-term trends in Og)

glucose-6-phosphate

glucose-6-phosphate
dehydrogenase

gross primary production
GTPases

gas phase titration

glutathione reductase
glutathione; reduced glutathione
guanine sulfonates

glutathione reductase
glutathione synthetase
glutathione disulfide

glutathione S-transferase

glutathione S-transferase
polymorphism M1 genotypes
(GSTM1-null, -GSTM1-sufficient)

glutathione S-transferase
polymorphism P1 genotypes

guanosine triphosphate
G-proteins/enzymes

global warming potential
gene-environmental interaction
hour(s)

hour(s) per day

atomic hydrogen, hydrogen ion;
hydrogen radical

radiolabeled hydrogen; tritium
molecular hydrogen

hectare

hyaluronic acid

hospital admission(s)
hemoglobin

glycosylated hemoglobin (blood
test)

hydrocarbon(s)
hydrochlorofluorocarbon(s)
formaldehyde

formaldehyde

formyl (radical)

house dust mite

second-highest daily maximum
house dust mite allergen
non-radioactive isotope of helium
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Hed

HEPA
HERO

12-HETE
HF

HFCs
Hg
HHP-C9
HIST
HLA
HLA-DR

HMOX
HMOX-1

HNE
HNO:
HNO3;
HNO,4
HO
HO-
HO-1
HO»*

HOg3e
H.0O
H20,
H;0"
HOCH,OO0H
HONO
HO;NO,
HOONO
HOX
hPa
HPLC

HPOT
HR
HRmax
HRP
HRV
HSC
hs-CRP
H,SO,
HSP

HSP70
HSS

5-HT
hv

Os-resistant C3H mouse strain
(C3H/HeJd)

high efficiency particle air (filter)

Health and Environmental
Research Online, NCEA Database
System

12-Hydroxyeicosatetraenoic acid

(HRYV signal) high-frequency
power

hydrofluorocarbons

mercury
1-hydroxy-1-hydroperoxynonane
histamine

human leukocyte antigen

human leukocyte antigen receptor
genes

Heme oxygenase

heme-oxygenase-1
(polymorphism)

4-hydroxynonenal

nitrous acid

nitric acid

pernitric acid

hydroxyl; heme oxygenase
hydroxyl radical

heme oxygenase 1

hydroperoxyl; hydroperoxy radical;
protonated superoxide

protonated ozone radical
water

hydrogen peroxide
hydronium ion
hydroxymethylhydroperoxide
nitrous acid

peroxynitric acid

pernitrous acid

hydrogen radical(s)
hectopascal

high-pressure liquid
chromatography

13-hydroperoxide linolenic acid
heart rate, hazard ratio
maximum heart rate

horseradish peroxidase

heart rate variability

Houston Ship Channel (Texas)
high-sensitivity C-reactive protein
sulfuric acid

high speed pellet (after centrifuge
spin)

heat shock protein 70

high speed supernatant (after
centrifuge spin)

5-hydroxytryptamine

Energy per photon of
electromagnetic energy at
frequency v
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HVAC

Hz

IARC

IAS
IBM

IC

ICAM-1
ICARTT

ICAS
ICC
ICD

ICD-9
ICD-10
ICEM
ICNIRP

ICP Forests

Icu
ICVE
IDW
IFN
IFN-y

IgA
IgE
IGF-1
19G
IgM
IHD
IL

IL-1B

lle

i.m.
IMPACT

IMPROVE

IN
INF
inh
iINKT

iINOS

heating, ventilation, and air
conditioning

hertz

iodine

International Agency for Research
on Cancer

interalveolar septum

individual-based model or
modeling

inspiratory capacity; intracloud
(lightning flash)

intercellular adhesion molecule 1

International Consortium for
Atmospheric Research on
Transport and Transformation

Inner City Asthma Study
intraclass correlation coefficient

implantable cardioverter
defibrillator(s); International
Classification of Diseases

International Classification of
Disease 9th revision

International Classification of
Disease 10th revision

Indoor Chemistry and Exposure
Model

International Commission on Non-
lonizing Radiation Protection

International Cooperative
Programme on Assessment of Air
Pollution Effects on Forests

Intensive Care Unit
ischemic cerebrovascular events
inverse-distance-weighted
interferon (e.g., IFN-())
interferon-gamma
immunoglobulin (e.g., IgE)
immunoglobulin A
immunoglobulin E
insulin-like growth factor 1
immunoglobulin G
immunoglobulin M
ischemic heart disease

interleukin (e.g., IL-2, IL-4, IL-6, IL-
8, etc.)

interleukin-1B
isoleucine
intramuscular (route)

Interactive Modeling Project for
Atmospheric Chemistry and
Transport

Interagency Monitoring of
Protected Visual Environment

intranasal
interferon
inhalation

invariant (type 1) natural killer T-
cell

inducible nitric oxide synthase
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INRA

INTRASTAND

Ie]
IOM
i.p.
IPCC

IPCC-A2

IPCC-AR4

IPCC-AR5

IPCC-TAR

IPMMI

IQR
IR
IIR
IRIS

IRP
ISA
ISCCP
ISO

8-iso-PGF

Jmax

JINK
JPL

KB

National agronomical research
institute (INRA) in Thiverval-
Grignon. France (adequately-
watered conditions)

a stand-level model designed for
hourly, daily and annual integration
of forest carbon and water cycle
fluxes

indoor-outdoor ratio
Institute of Medicine
intraperitoneal (route)

Intergovernmental Panel on
Climate Change

Intergovernmental Panel on
Climate Change 2nd Assessment
Report

Intergovernmental Panel on
Climate Change 4th Assessment
Report

Intergovernmental Panel on
Climate Change 5th Assessment
Report

Intergovernmental Panel on
Climate Change Third Assessment
Report

International Photolysis Frequency
Measurement and Modeling Inter-
comparison

interquartile range
infrared
ischemia-reperfusion

Integrated Risk Information
System

Integrated Review Plan for the
Ozone National Ambient Air
Quality Standards

Integrated Science Assessment

International Satellite Cloud
Climatology Project

International Standards
Organization

8-isoprostane

intratracheal

International Units
intrauterine growth restriction
intravenous (route)

in vitro fertilization
Microenvironment

jasmonic acid

maximum rate of electron transport
(for regeneration of RuBP)

jun N-terminal kinase

Jet Propulsion Laboratory
kappa

kappa B

dissociation rate; root:shoot
allometric coefficient; rate of O;
loss in the microenvironment

potassium
potassium ion
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Ka

KC
kg

kHz
kJ
Kl

km

KM

KML
KMz

KO

Kr
KROFEX

L, dL, mL, pL
LO

LAI

LBL

LBLX

Lb(s)
LBW
LCso
LCL
LDH
LDL

LF
LFHFR

LFT
LI
LIDAR

LIF
LINKAGES

LIS

LLJ

L/min

Ln
LnRMSSD

INSDNN

LOAEL

LOD
LOEL
LOESS

LOP
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intrinsic mass transfer
coefficient/parameter

keratinocyte-derived chemokine
kilogram

mass transfer coefficient for gas
phase

kilohertz
kilojoules

mass transfer coefficient for liquid
phase

kilometer

particle optical reflectance
keyhole markup language
zipped KML computer language
knockout

reaction rate constant

Krauzberg Ozone Fumigation
Experiment

Liter, deciLiter, milliLiter, microLiter
Lag (e.x., Lag 0, Lag 1, etc.)

leaf area index

Lawrence Berkeley Laboratory

Lawrence Berkeley Laboratory
model including airflow from
natural ventilation

pound(s)

low birth weight

median lethal concentration
lower 95th% confidence limit
lactate dehydrogenase

low-density lipoprotein ; lower
detectable level

(HRYV signal) low-frequency power

low frequency/high frequency
(ratio)

lower free troposphere
labeling index

Light Detection and Ranging
(remote sensing system)

laser-induced fluorescence

individual-based model of forest
succession

lateral intercellular space
low-level jet

liters per minute

Natural logarithm

natural log of RMSSD; measure of
HRV

natural log of the standard
deviation of NN intervals in an
EKG

lowest observed adverse effect
level

limit of detection
lowest-observed-effect level

locally weighted scatterplot
smoothing

lipid ozonation products

XXXIX

LOSU
LOWESS

LOX-1

LPS
LRS
LRT

LST
LT

LT-a
LTA
LUR
LVEDD

LVEDP

LwC

Heq
ug

ug/m®

um

m, cm, ym, nm

M
M, mM, uM, nM, pM

m2

m3
M#

M2
M7
M12
ma
mAOT

MAP
MAPK
MAQSIP
MARAT
MARCO

max
MBL
MCA
MCCP

Mch; MCh
MCM

level of scientific understanding

locally weighted scatter plot
smoother

Lipoxygenase; lectin-like oxidized
low density lipoprotein receptor-1

lipopolysaccharide
lower respiratory symptoms

lower respiratory tract; lower
airways; Long range transport

local standard time

leukotriene (e.g., LTB4, LTC 4,
LTD4 , LTE4); local time

lymphotoxin-a
lymphotoxin-alpha
land use regression

left ventricular chamber
dimensions at end diastole

left ventricular end diastolic
pressure

liquid water content

mu, micro

microequivalent

microgram

micrograms per cubic meter
micrometer, micron

meter(s), centimeter(s),
micrometer/[micron](s),
nanometer(s)

male

Molar, milliMolar, microMolar,
nanoMolar, picoMolar

square meters
cubic meters

Month (M1 Month1; M2 Month2;
M3 Month3; M4 Month4)

type of muscarinic receptor
7-hour seasonal mean
12-hour seasonal mean of O;
moving average

modified accumulated exposure
over threshold

mitogen-activated protein; mean
arterial pressure

mitogen-activated protein
kinase(s), MAP kinase

Multiscale Air Quality Simulation
Platform (model)

Mid-Atlantic Regional Assessment
Team

Macrophage receptor with
collagenous structure

maximum
marine boundary layer
minimum cross-sectional area

Mountain Cloud Chemistry
Program

methacholine
master chemical mechanism
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MCP-1
MDA
MDAR
MDI
MDL
MED
MEFso%

MEGAN

MeJA
MENTOR

METs

MFR
Mg
MGDG
mg/m?
MHC
mi

MI

MIESR

min
MIP
MIP-2

MMAD

MMEF
mmHg
MMMD

MMP-2
MMP-3
MMP-9
MMSP
Mn
M/N

MnSOD
mo
MOAC(s)
MOBILE

monocyte chemotactic protein 1
malondialdehyde
monodehydroascorbate reductase
Mediterranean diet index
minimum detection level

minimal erythema dose

maximal midexpiratory flow at 50%
of forced vital capacity

model of emissions of gases and
aerosols from nature

methyl jasmonate

Modeling Environment for Total
Risk Studies

metabolic equivalent unit(s) [of
work]

Maximum Feasible Reduction
magnesium
monogalactosyldiacylglycerol
milligrams per cubic meter
major histocompatibility complex
mile(s)

myocardial infarction, “heart
attack”

matrix isolation electron spin
resonance (spectroscopy)

minute; minimum

macrophage inflammatory protein
macrophage inflammatory protein-
2

milliliter

milliliter(s) per minute
mediastinal lymph node
megameter
millimeter(s)

Mt. Mitchell site

National Center for Atmospheric
Research/Penn State Mesoscale
Model (version 5)

mass median aerodynamic
diameter; mass median
aerodynamic density

maximal midexpiratory flow
millimeters of mercury

mean maximum mixing height
depth

matrix metalloproteinase-2
matrix metalloproteinase-3
metalloproteinase-9

Mount Mitchell State Park, NC
manganese

pooled data from mouth and nasal
exposure

Manganese superoxide dismutase
month(s)
mode(s) of Action

(U.S. EPA) mobile vehicle
emission factor model (on-road
vehicles)
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MOBILEG6

MODNR

MONICA

MoOx
MOSES

MOVES

MOZAIC
MOZART
MPAN

MPO
MQL
MRI

mRNA
ms
MS

MSA

MSL
MS/MS
MT

MT, Mt
MT1
MTBE
mtDNA
Mtn

N2

Na
NA
NA; N/A
Na*
NAAQS

NAD

vehicle emissions modeling
software version 6; replaced by
MOVES

Missouri Department of Natural
Resources

Monitoring of Trends and
Determinants in Cardiovascular
Disease

molybdenum oxides

Met Office Surface Exchange
Scheme

Motor Vehicle Emission Simulator
(replaced MOBILES; for estimating
emissions from cars, trucks, and
motorcycles

Measurement of Ozone and Water
Vapor by Airbus In-Service Aircraft

Model for Ozone and Related
chemical Tracers

peroxymethacryloyl nitrate;
peroxy-methacrylic nitric anhydride

myeloperoxidase
Minimum quantification limit

magnetic resonance imaging;
Midwest Research Institute;
Meteorological Research Institute

messenger RNA
millisecond(s)

mass spectrometry; Mt.
Moosilauke site

Metropolitan Statistical Area;
methane sulfonic acid

mean sea level

tandem mass spectrometry
million ton(s); metric ton(s)
metallothionein
mitochondria
methyl-tertiary-butyl ether
mitochondrial DNA
mountain

minute volume

molecular weight

myeloid differentiation primary
response gene 88

number; number of observations

nitrogen; North; nasal exposure by
natural breathing

nitrogen-15, stable isotope of
nitrogen

molecular nitrogen; nonreactive
nitrogen

sodium

noradrenaline; North American
not available; not applicable
sodium ion

National Ambient Air Quality
Standards

nicotinamide adenine nucleotide
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NADH

NADP

NADPH

NADPH-CR

NaE

NAG
Na-K-ATPase

NAMS

NAPAP

NAPBN

NARE

NARSTO

NAS

NASA

NBS
NBTH

NCEA

NCEA-RTP

NCHS

NCICAS

NCLAN

NCore

NC-R
NC-S
ND; n.d.

2ndHDM
NDF
NEE
NEI
NEM

NEP
NERL

NESCAUM

NF
NF-kB

reduced nicotinamide adenine
dinucleotide; nicotinamide adenine
dinucleotide dehydrogenase

National Atmospheric Deposition
Program

reduced nicotinamide adenine
dinucleotide phosphate

reduced nicotinamide adenine
dinucleotide phosphate -
cytochrome c reductase

sodium erythorbate
N-acetyl-glucosaminidase

sodium-potassium-dependent
adenosine triphosphatase

National Ambient Monitoring
Stations

National Acid Precipitation
Assessment Program

National Air Pollution Background
Network

North Atlantic Regional
Experiment

North American Regional Strategy
for Tropospheric Ozone

National Academy of Sciences;
Normative Aging Study

National Aeronautics and Space
Administration

National Bureau of Standards

3-methyl-2-benzothiazolinone
acetone azine

National Center for Environmental
Assessment

NCEA Division in Research
Triangle Park, NC

National Center for Health
Statistics

National Cooperative Inner-City
Asthma Study

National Crop Loss Assessment
Network

National Core multi-pollutant
monitoring network

resistant clones of white clover
sensitive clones of white clover

not detectable; not detected; no
data

second-highest daily maximum
neutral detergent fiber

net ecosystem CO, exchange
National Emissions Inventory

National Ambient Air Quality
Standards Exposure Model

Net Ecosystem Production

National Exposure Research
Laboratory

Northeast States for Coordinated
Air Use Management

National Forest; non-filtered air
nuclear factor kappa B
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ng

NGF

NH

NH3

NH,"
NH4HSO,
(NH4),HSO,
NHANES

NHANES Il
NHAPS

NHEERL

NHIS
(NH.);S0,
NIH

NIST

NK
NKT

NL

NLF

NM
NMHC(s)
NMMAPS

NMOC(s)
NMVOCs

NN

NNK
nNOS

NO
‘NO

NO:

NOgz; NO3z»
NOs™

N20O

N20s
NOAA

NOAEL
NOS

NOx

NOy

nanogram(s)

nerve growth factor
northern hemisphere
ammonia
ammonium ion
ammonium bisulfate
ammonium sulfate

National Health and Nutrition
Examination Survey

National Health and Nutrition
Examination Survey llI

National Human Activity Pattern
Survey

(U.S. EPA) National Health and
Environmental Effects Research
Laboratory

National Health Interview Survey
ammonium sulfate
National Institutes of Health

National Institute of Standards and
Technology

natural killer cells; neurokinin
natural killer T cells

nasal lavage

nasal lavage fluid

National Monument
nonmethane hydrocarbon(s)

National Morbidity, Mortality, and
Air Pollution Study

nonmethane organic compound(s)

nonmethane volatile organic
compounds

normal-to-normal (NN or RR) time
interval between each QRS
complex in the EKG

4-(N-nitrosomethylamino)-1-(3-
pyridyl)-1-butanone

neuronal nitric oxide synthase
(NOS)

nitric oxide

nitric oxide concentration
(interpunct NO)

nitrogen dioxide
nitrate, nitrate radical
nitrate, nitrate ion
nitrous oxide
dinitrogen pentoxide

National Oceanic and Atmospheric
Administration

no observed adverse effect level

nitric oxide synthase (types, NOS-
1, NOS-2, NOS-3)

nitrogen oxides, oxides of nitrogen
(NO + NO2)

sum of NOX and NOZ; odd
nitrogen species; total oxidized
nitrogen
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NO;

NP
NPP
NPS

NQO1
NQO1wt

NR
Nr
NRC
Nrf-2

Nrf2-ARE
NS; n.s.
NSAID
NSBR

NSF
NTE
NTN
NTP
NTRMs

NTS

NWR
NWS
NZW
0]

184

0,
0,
O
102

O3

1803

Os*
OAQPS

OAR
OBMs
oc

oD
o('D)
OH, OHe
8-OHdG
OLS
oMl

sum of all inorganic and organic
reaction products of NOx (HONO,
HNO3, HNO,, organic nitrates,
particulate nitrate, nitro-PAHSs,
etc.)

National Park
net primary production

National Park Service, U.S.
Department of the Interior

NAD(P)H-quinone oxidoreductase
(genotype)

NAD(P)H-quinone oxidoreductase
wild type (genotype)

not reported
reactive nitrogen
National Research Council

nuclear factor erythroid 2-related
factor 2

NF-E2-related factor 2-antioxidant
response element

nonsignificant; non-smoker;
national seashore; natural spline

non-steroidal anti-inflammatory
agent

nonspecific bronchial
responsiveness

National Science Foundation
nasal turbinate epithelial (cells)
National Trends Network
National Toxicology Program

NIST Traceable Reference
Materials

nucleus of the solitary tract (in
brainstem)

national wildlife refuge
National Weather Service
New Zealand white (rabbit)
oxygen,; horizon forest floor

oxygen-18, stable isotope of
oxygen

molecular oxygen
superoxide

superoxide radical

singlet oxygen

ozone

(oxygen-18 labeled) ozone
electronically excited ozone

Office of Air Quality Planning and
Standards

Office of Air and Radiation
observationally based methods
organic carbon

outer diameter; optical density
electronically excited oxygen atom
hydroxyl group, hydroxyl radical
8-hydroxy-2’-deoxyguanosine
ordinary least squares

Ozone Monitoring Instrument
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ON
ONOO~
oip)
OPE
OPECs

OR
ORD

OSHA

oTC
OuJ

OVA
OX
OxComp

0z

p
P450

p53
P90

PACF
PAD
PAF

PAH(s)
PAI-1

PAL
PAMS

PAN
PaO,
PAPA

PAR

Pa’tm
p-ATP
Pb
PBL

PBM

PBN
PBPK

PBS
PC

Ontario

peroxynitrate ion
ground-state oxygen atom
ozone production efficiency

Outdoor Plant Environment
Chambers

odds ratio

Office of Research and
Development

Occupational Safety and Health
Administration

open-top chamber

Os-sensitive C3H mouse strain
(C3H/OuJ)

ovalbumin
odd oxygen species; total oxidants

oxidative capacity of the
atmosphere

ounce(s)

pressure in atmospheres; plants
grown in pots; phosphorus;
penetration fraction of O; into the
microenvironment; pulmonary
region

probability value
cytochrome P450
cell cycle protein gene

90th percentile of the absolute
difference in concentrations

partial autocorrelation function of
the model residuals

peripheral arterial disease;
pollutant-applied dose

platelet-activating factor;
paroxysmal atrial fibrillation

polycyclic aromatic hydrocarbon(s)

plasminogen activator fibrinogen
inhibitor-1

phenylalanine ammonia lyase

Photochemical Assessment
Monitoring Stations network

peroxyacetyl nitrate

arterial oxygen pressure

Public Health and Air Pollution in
Asia

photosynthetically active radiation;
proximal alveolar region

Pressure in atmospheres
para-acetamidophenol

Lead

planetary boundary layer;
peripheral blood lymphocytes

population-based model or
modeling

C-phenyl N-tert-butyl nitrone

physiologically based
pharmacokinetic (model)

phosphate buffered saline
phosphatidylchloline
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PCy

PCxFEV:

PCso

PCA
PC-ALF

PCD
PC
pCNEM

PCO;

pCOz
PCR
PCR-DGGE

PD
PD2o

PD,FEV,
PD1oo0
PD100Sraw

PDI
PE

PEF
PEFors

PEFR
PEFT
PEG-CAT
PEG-SOD

PEM(s)
Penh
PEPc
PFD
PFT

Pg
PG

6PGD

PGE2
PGF2a
PGHS-2

PGP

provocative concentration that PGSM
produces a 20% decrease in pH
forced expiratory volume in 1

second

provovative concentration that PHA
produces a 20% decrease in FEV; Pl
provocative concentration that

produces a 50% decrease in

forced expiratory volume in 1 PIF
second Pizz
principal component analysis PK
1-palmitoyl-2-(9-oxonononoyl)-sn- pKa
glycero-3-phosphocholine PLFA
programmed cell death PM
picryl chloride PMy

Canadian version of National
Ambient Air Quality Standards
Exposure Model

Average partial pressure of O2 in
lung capillaries

partial pressure of carbon dioxide
polymerase chain reaction

PCR-denaturing gradient gel
electrophoresis

pregnancy day

provocative dose that produces a
20% decrease in FEV;

provocative dose that produces a
20% decrease in FEV;

provocative dose that produces a PM.s
100% increase in SRAW

provocative dose that produces a
100% increase in Sgaw

pain on deep inspiration

post exposure,
phosphatidylethanolamine

peak expiratory flow

peak expiratory flow in 0.75
second

peak expiratory flow rate
time to peak flow
polyethylene glycol-catalase

polyethylene glycol-superoxide
dismutase

personal exposure monitor(s)
enhanced pause
phosphoenolpyruvate carboxylase
photosynthetic flux density
pulmonary function test
picogram(s)

prostaglandin (e.g., PGE2 ,PGF2);
phosphatidylglycerol
6-phosphogluconate
dehydrogenase

prostaglandin E2
prostaglandin F2-alpha

prostaglandin endoperoxide G/H
synthase 2

protein gene product (e.g.,
PGP9.5)
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Plant Growth Stress Model

relative acidity; Log of the
reciprocal of the hydrogen ion
concentration

phytohemagglutinin A

phosphatidylinositol; probability
interval; posterior interval

peak inspiratory flow
respiratory phenotype
pharmacokinetics
dissociation constant
phospholipid fatty acid
particulate matter

Particulate matter of a specific size
range not defined for regulatory
use. Usually X refers to the 50%
cut point, the aerodynamic
diameter at which the sampler
collects 50% of the particles and
rejects 50% of the particles. The
collection efficiency, given by a
penetration curve, increases for
particles with smaller diameters
and decreases for particles with
larger diameters. The definition of
PMy is sometimes abbreviated as
“particles with a nominal
aerodynamic diameter less than or
equal to X ym” although X is
usually a 50% cut point.

In general terms, particulate matter
with an aerodynamic diameter less
than or equal to a nominal 2.5 pm;
a measurement of fine particles in
regulatory terms, particles with an
upper 50% cut-point of 2.5 ym
aerodynamic diameter (the 50%
cut point diameter is the diameter
at which the sampler collects 50%
of the particles and rejects 50% of
the particles) and a penetration
curve as measured by a reference
method based on Appendix L of 40
CFR Part 50 and designated in
accordance with 40 CFR Part 53,
by an equivalent method
designated in accordance with 40
CFR Part 53, or by an approved
regional method designated in
accordance with Appendix C of 40
CFR Part 58.
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PMy, In general terms, particulate matter
with an aerodynamic diameter less
than or equal to a nominal 10 ym;
a measurement of thoracic
particles (i.e., that subset of
inhalable particles thought small
enough to penetrate beyond the
larynx into the thoracic region of
the respiratory tract) in regulatory
terms, particles with an upper 50%
cut-point of 10+ 0.5 ym
aerodynamic diameter (the 50%
cut point diameter is the diameter
at which the sampler collects 50%
of the particles and rejects 50% of
the particles) and a penetration
curve as measured by a reference
method based on Appendix J of 40
CFR Part 50 and designated in
accordance with 40 CFR Part 53
or by an equivalent method
designated in accordance with 40
CFR Part 53.

PMo.25 In general terms, particulate matter
with an aerodynamic diameter less
than or equal to a nominal 10 ym
and greater than a nominal 2.5
um; a measurement of thoracic
coarse particulate matter or the
coarse fraction of PM10 in
regulatory terms, particles with an
upper 50% cut-point of 10 ym
aerodynamic diameter and a lower
50% cut-point of 2.5 ym
aerodynamic diameter (the 50%
cut point diameter is the diameter
at which the sampler collects 50%
of the particles and rejects 50% of
the particles) as measured by a
reference method based on
Appendix O of 40 CFR Part 50 and
designated in accordance with 40
CFR Part 53 or by an equivalent
method designated in accordance
with 40 CFR Part 53.

PMioc The PMyo.25 concentration of PMyo.
25 measured by the 40 CFR Part
50 Appendix O reference method
which consists of currently
operated, co-located low-volume
(167 me) PMag and PMsy s
reference method samplers.

p38MAPK p38 mitogen-activated protein
kinase(s)
PM-CAMx Comprehensive Air Quality Model

with extensions and with
particulate matter chemistry

PMN(s) polymorphonuclear leukocyte(s)

PMT photomultiplier tube

PND post natal day

pNEM probabilistic National Exposure
Model

PnET Photosynthetic EvapoTranspiration
model

PNN proportion of interval differences of
successive normal-beat intervals
in EKG
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xliv

PNNS5O0

PO,

POC

POD
polyADPR

POMS

ppb
ppb-h
ppbv
pphm
ppm
ppm-h

ppmv
PPN

PPPs

ppt

pptv

PQH2

PR

PR-1

PRB
preproET-1
PRYL

PS
PS
PS I

PSA
PSC
PTB
PTR-MS

PU, PUL
PUFA(s)
PV
PVCD

PVD
PVOCs

PWM
PWTES

Pxase
QA
QC

proportion of interval differences of
successive normal-beat intervals
greater than 50 ms in EKG

partial pressure of oxygen
particulate organic carbon
peroxidase

poly(adenosinediphosphate-
ribose)

Portable Ozone Monitoring
Systems

parts per billion

parts per billion per hour
parts per billion by volume
parts per hundred million
parts per million

parts per million hours; weighted
concentration values based on
hourly concentrations: usually
summed over a certain number of
hours, day(s), months, and/or
season.

parts per million by volume

peroxypropionyl nitrate;
peroxypropionic nitric anhydride

power plant plumes

parts per trillion

parts per trillion by volume
plastoquinone
pathogenesis-related (protein)
promoter region 1
policy-relevant background
pre-protein form of ET-1 mRNA

predicted relative yield (biomass)
loss

penalized spline
paradoxical sleep

Photosystem II: enzyme that uses
light to obtain electrons from water
(for photosynthesis).

picryl sulfonic acid
polar stratospheric clouds
preterm birth

proton-transfer-reaction mass
spectroscopy

pulmonary
polyunsaturated fatty acid(s)
potential vorticity

peripheral vascular and
cerebrovascular disease

peripheral vascular disease

photochemical volatile organic
compounds

pokeweed mitogen

(left ventricular) posterior wall
thickness at end systole

peroxidase
Quality Assurance
quality control
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QCE
qNP

qP
QRS

QT

R% 1P
RACM

RADM
rALP
RAMS

RANTES

Raw

RB
RBC(s)
rbcL

rbcS

R'CO acyl
R'C(0)-0O;
rcdl

RCD3
RCP

RDBMS

Re
REHEX
RER

RF
RGR
RH
RIOPA

RL
RLKs
RMNP

RMR
rMSSD

quasi continuous exercise
non-photochemical quenching
non-photochemical quenching
photochemical quenching

A complex of three distinct
electrocardiogram waves which
represent the beginning of
ventricular contraction

interval measure of the time
interval between the start of the Q
wave and the end of the T wave in
the heart’s electrical cycle

corrected QT interval
Pearson correlation coefficient
correlation coefficient
correlation coefficient

multiple regression correlation
coefficient

coefficient of determination

Regional Atmospheric Chemistry
Mechanism

Regional Acid Deposition Model
recombinant antileukoprotease

Regional Atmospheric Modeling
System

regulated upon activation, normal
T cell expressed and secreted
(cells)

airway resistance

respiratory bronchiole

red blood cell(s); erythrocyte(s)
Rubisco large subunit

Rubisco small subunit

acyl carrier protein

acyl peroxy

Arabidopsis mutant radical
induced cell death

rod-cone dysplasia 3

Representative Concentration
Pathways

Relational Database Management
Systems

Reynolds number
Regional Human Exposure Model

rough endoplasmic reticulum;
Respiratory exchange ratio

radiative forcing
relative growth rate
relative humidity

Relationship of Indoor, Outdoor,
and Personal Air (study)

total pulmonary resistance
receptor-like/Pelle kinase group
Rocky Mountain National Park,
Colorado

resting metabolic rate

root mean squared differences
between adjacent normal-to-
normal heartbeat intervals
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Rn
RNA
ROz
ROG
ROI

RONO;

ROOH

ROONO;, RO:NO:
ROS

RPD

RR

RRMS

RT

RT

RTLF

RuBisCO; Rubisco

RuBP
9

o9

S

S
S.C.
SA
SAB
SAC

SAG21
SAl
S-allele
SAMD

Sa0,
SAPALDIA

SAPRC

SAR
SAROAD

SAWQgrp
SBNF

SBP
SBUV

SC
Sc

nasal resistance

ribonucleic acid

organic peroxyl; organic peroxy
reactive organic gases

reactive oxygen
intermediate/superoxide anion

organic nitrate

organic peroxides

peroxy nitrate

reactive oxygen species
relative percent difference

normal-to-normal (NN or RR) time
interval between each QRS
complex in the EKG,; risk ratio;
relative risk; respiratory rate

relatively remote monitoring sites
respiratory tract

transepithelial resistance
respiratory tract lining fluid

ribulose-1,5-bisphosphate
carboxylase/oxygenase

ribulose bisphosphate
sigma, standard deviation

sigma-g; (geometric standard
deviation)

second

Short; smoker; sulfur; South
subcutaneous (route)
salicylic acid

Science Advisory Board

Staphylococcus aureus Cowan 1
strain

senescence
Systems Applications International
short-allele

S-adenosyl methionine
decarboxylase

oxygen saturation of arterial blood

Study of Air Pollution and Lung
Diseases in Adults

Stratospheric Processes and their
Role in Climate; Statewide Air
Pollution Research Center,
University of California, Riverside

systemic acquired resistance

Storage and Retrieval of
Aerometric Data (U.S. EPA
centralized database; superseded
by Aerometric Information
Retrieval System [AIRS])

small airway function group

San Bernardino National Forest,
California

systolic blood pressure

Solar Backscatter Ultraviolet
Spectrometer

stratum corneum
scandium

September 2011



SCAQS

SCE(s)
SD

SDNN

SE
SEBAS

sec
Sess.
SEM

SENP
SES
SF

SF6
SGA
sRaw
SH
SHEDS

SHEN
sICAM-1

SIDS
SIGMOID

SINIC
SIP
SIPK

SK
SLA
SLAC1

SLAMS

SM
SMD
SME
SMNP

SMOKE
Sk

SNAAQS

SNP(s)
S0,
S0~
SOA
socC

Southern California Air Quality
Study

sister chromatid exchange(s)

standard deviation; Sprague-
Dawley rat

standard deviation normal-to-
normal (NN or RR) time interval
between each QRS complex in the
EKG

standard error

Social Environment and
Biomarkers of Aging Study

second
session

simultaneously extracted metal;
standard error of the mean;
scanning electron microscopy

Sequoia National Park, California
socioeconomic status

San Francisco Bay Area

sulfur hexafluoride (tracer gas)
small for gestational age

specific airway conductance
Shenandoah National Park site

Stochastic Human Exposure and
Dose Simulation

Shenandoah National Park

soluble intercellular adhesion
molecule

sudden infant death syndrome

sigmoid weighted summed
concentration

Simple Nitrogen Cycle model
State Implementation Plan

salicylic acid (SA) induced protein
kinase

shikimate kinase
specific leaf area

(protein) slow anion channel
associated 1

State and Local Air Monitoring
Stations

smooth muscle
soil moisture deficit
soybean oil methyl ester

Great Smoky Mountain National
Park (North Carolina and
Tennessee)

Spare-Matrix Operator Kernel
Emissions

normalized slope of the alveolar
plateau

Secondary National Ambient Air
Quality Standards

single-nucleotide polymorphism
sulfur dioxide

sulfate

secondary organic aerosol

soil organic carbon
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SOD
SOS

SOx
SoyFACE
SP

SP-A
SPF
SPMs
SP-NK

sRaw,
SRBC
SRES

SRM
SRP
SSCP

129S1/SvimJ
STE

STEP

STN
STNFR1

STP
STPD
STRF

subscript i
subscript 0

subscript 0,i

SUMO00
SUMO06
SUMO7
SUMO08
SURE

SVE
S-W
SWS
SZA
T

—

superoxide dismutase
Southern Oxidant Study
sulfur oxides

Soybean Free Air gas
Concentration Enrichment
(Facility)

surfactant protein (e.g., SPA,
SPD); substance P

surfactant protein-A
specific pathogen free
special purpose monitors

substance P — neurokinin receptor
complex

specific airway resistance
sheep red blood cell

Special Report on Emissions
Scenarios

standard reference method
standard reference photometers

single-strand conformation
polymorphism

mouse strain

stratosphere-troposphere
exchange

Stratospheric-Tropospheric-
Exchange Project

speciation trends network

soluble tumor necrosis factor
receptor 1

standard temperature and
pressure

standard temperature and
pressure, dry

Spatio-Temporal Random Field
(theory)

Index of indoor microenvironments

Index of outdoor
microenvironments

Index of outdoor
microenvironments adjacent to a
given indoor microenvironment i

sum of all hourly average
concentrations

seasonal sum of all hourly average
concentrations =2 0.06 ppm

seasonal sum of all hourly average
concentrations =2 0.07 ppm

seasonal sum of all hourly average
concentrations =2 0.08 ppm

Sulfate Regional Experiment
Program

supraventricular ectopy
square-wave

slow wave sleep

solar zenith angle

tau, photochemical lifetime;
atmospheric lifetime

t-test statistical value; t statistic
time; duration of exposure
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T celi(s)

T1

T2

Ts

T3

Ta

TAR

TAR WGI

TB

TBA
TBARS

TC
99m T

T-cells
“MTc-DTPA

Tco
TDLAS

Te
TEM

TES

TexAQS
Tg
TGF
TGF B
Th

Th2
THC
tHcy

Ti

Ti

TIA
TIMP-2

TiO2
TLC
TLNISE

Tir
TLR

TMPO
TNC
TNF
TNF-308
TNF-a
TNFR

T lymphocyte(s), thymus-
dependent lymphocytes

first trimester

second trimester
triiodothyronine

third trimester

thyroxine

IPCC Third Assessment Report

IPCC Third Assessment Report of
Working Group |

tracheobronchial; terminal
bronchioles; tuberculosis

thiobarbituric acid

thiobarbituric acid reactive
substances

total carbon
Technetium-99m

T-lymphocytes, Thymus-derived
lymphocytes

99mTc-
diethylenetriaminepentaacetic acid

core temperature

Tunable Diode Laser Absorption
Spectrometer

expiratory time

transmission electron microscopy;
Terrestrial Ecosystem Model

Tropospheric Emission
Spectrometer

Texas Air Quality Field Study
teragram(s)

transforming growth factor
transforming growth factor beta
T helper cell type

T helper cell type 2

Total hydrocarbon content
total homocysteine
inspiratory time

titanium

transient ischemic attack

tissue inhibitor of matrix
metalloprotease-2

titanium dioxide
total lung capacity

two-level normal independent
sampling estimation

toll-like receptor gene

Toll-like receptor protein (ex.,
TLR2, TLR4)

tetramethylphrrolise 1-oxide

total nonstructural carbohydrate
tumor necrosis factor (e.g., TNF-a)
tumor necrosis factor genotype
tumor necrosis factor alpha

tumor necrosis factor receptor
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TOMS

TOPSE

tPA
TPLIF

TRAMP

TREGRO
TRIFFID

TRIM
TRIM.Expo

TRP

TSH
TSP
TTEMS

TWA
TX
TXB;
UA
UAM
UCL
UDGT

UbDP
U.K.
UNECE

UNEP
UNFCCC

u-O
U-O;°
U-O3~
URI
URS
URT

u.s.

USC; U.S.C.

USDA
USFS
USGCRP

USGS
uv
UV-A

Total Ozone Mapping/Monitoring
Satellite; total ozone mapping
spectrometer

Tropospheric Ozone Production
About the Spring Equinox

tissue plasminogen activator

two-photon laser-induced
fluorescence

TexAQS-Il Radical and Aerosol
Measurement Project

Tree Growth Model

Top-down Representation of
Interactive Foliage and Flora
Including Dynamics

Total Risk Integrated Methodology
(model)

Total Risk Integrated Methodology
Exposure Event (model)

transient receptor potential (ion
channel[s], ex., TRP-A1, TRP-V1,
TRP-M8)

thyroid stimulating hormone
total suspended particles

two-tone frequency-modulated
spectroscopy

time-weighted average
thromboxane (e.g., TXBy)
thromboxane B2

uric acid; Urate

Urban Airshed Model

upper 95th% confidence limit

UDP -galactose-1,2,-diacylglycerol
galactosyltransferase

uridine diphosphate
United Kingdom

United Nations Economic
Commission for Europe

United Nations Environmental
Programme

United Nations Framework
Convention on Climate Change

epioxides formed from uric acid
peroxides formed from uric acid
ozonides formed from uric acid
upper respiratory infection
upper respiratory symptoms

upper respiratory tract; upper
airways

United States (of America)
U.S. Code

U.S. Department of Agriculture
U.S. Forest Service

U.S. Global Change Research
Program

U.S. Geological Survey
ultraviolet radiation

ultraviolet radiation at wavelengths
of 320 to 400 nm
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uv-B
uv-C
UV-DIAL

\%

V, mV, uv
VA

Val

VC

VCAM

Vyg

Vo
Ve

VEGF
Vemax
Vmax
Vmaxzse,

VmaxXsgo,
VmaxXzse

VMD
Vn

VO,
VO,;max

VOC(s)
VP
VPs0%

VPD

VT
VTB

ultraviolet radiation at wavelengths
of 280 to 320 nm

ultraviolet radiation at wavelengths
of 200 to 280 nm

Ultraviolet Differential Absorption
Lidar

vanadium

volt, millivolt, microvolt

alveolar ventilation

valine

vital capacity

vascular cell adhesion molecule

deposition rate, deposition velocity
(cm/s)

volume of the anatomic or
physiological dead space

ventilation rate; minute ventilation;
ventilatory volume

vascular endothelial growth factor
maximum minute ventilation
maximum velocity

maximum expiratory flow at 25%
of the vital capacity

maximum expiratory flow at 50%
of the vital capacity

maximum expiratory flow at 75%
of the vital capacity

volume median diameter
nasal volume
oxygen consumption

maximum volume per time, of
oxygen (maximal oxygen
consumption, maximal oxygen
uptake or aerobic capacity)

volatile organic compound(s)
volumetric penetration

volume at which 50% of an inhaled
bolus is absorbed

vapor pressure deficit; Vehicles
per day; Ventricular premature
depolarization

tidal volume
terminal bronchiole region volume
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xlviii

VTmax
VUA
VWF

W126

W95

WBC
WBGT
wcC

wCB
WED

WF, WFM
WHI

WHO

wK(s)

W/m? W m?
WMO
WMO/UNEP

WRF

WS
WT
wt %
Wus
wiv

yr

ZAPS
ZELIG

Zn

maximum tidal volume
volume of the upper airways
von Willebrand factor

width; wilderness; week(s)

cumulative integrated exposure
index with a sigmoidal weighting
function

cumulative integrated exposure
index with a sigmoidal weighting
function

white blood cell
wet bulb globe temperature

sigmoidal weighting of hourly O3
concentration

warm conveyor belt

(U.S. EPA NHEERL) Western
Ecology Division

White Face Mountain site
Women'’s Health Initiative

World Health Organization
week(s)

watts per square meter

World Meteorological Organization

World Meteorological
Organization/United Nations
Environment Program

Weather Research and
Forecasting model

Wassilewskija Arabidopsis ecotype
wood smoke

wild type; White Top Mountain site
percent by weight

western U.S.

weight per volume

three parameter Weibull model
year

Airway generation

Zonal Air Pollution System

a forest succession simulation
model

zinc
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PREAMBLE

Process of ISA Development

This preamble outlines the general process for developing an Integrated Science
Assessment (ISA) including the framework for evaluating weight of evidence and
drawing scientific conclusions and causal judgments. The ISA provides a concise review,
synthesis, and evaluation of the most policy-relevant science to serve as a scientific
foundation for the review of the National Ambient Air Quality Standards (NAAQS). The
general process for NAAQS reviews is described at
http://www.epa.gov/ttn/naags/review.html; information for individual NAAQS reviews is
available at www.epa.gov/ttn/naags. This preamble is a general discussion of the basic
steps and criteria used in developing an ISA; for each ISA, specific details and
considerations are included in the introductory section for that assessment.

The fundamental process for developing an ISA includes:

= literature searches;
= study selection;
= evaluation and integration of the evidence; and

= development of scientific conclusions and causal judgments.

An initial step in this process is publication of a call for information in the Federal
Register that invites the public to provide information relevant to the assessment, such as
new publications on health or welfare® effects of the pollutant, or from atmospheric and
exposure sciences fields. EPA maintains an ongoing literature search process for
identification of relevant scientific studies published since the last review of the NAAQS.
Search strategies are designed for pollutants and scientific disciplines and iteratively
modified to optimize identification of pertinent publications. Papers are identified for
inclusion in several additional ways: specialized searches on specific topics; independent
review of tables of contents for journals in which relevant papers may be published;
independent identification of relevant literature by expert scientists; review of citations in
previous assessments and identification by the public and CASAC during the external
review process. Publications considered for inclusion in the ISA are added to the Health
and Environmental Research Online (HERQ) database developed by EPA
(http://hero.epa.gov/); the references in the ISA include a hyperlink to the database.

! Welfare effects as defined in Clean Air Act section 302(h) [42 U.S.C. 7602(h)] include, but are not limited to, “effects on soils,
water, crops, vegetation, man-made materials, animals, wildlife, weather, visibility and climate, damage to and deterioration of
property, and hazards to transportation, as well as effects on economic values and on personal comfort and well-being.”
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Studies that have undergone scientific peer review and have been published or accepted
for publication and reports that have undergone review are considered for inclusion in the
ISA. Analyses conducted by EPA using publicly available data are also considered for
inclusion in the ISA. All relevant epidemiologic, controlled human exposure,
toxicological, and ecological and welfare effects studies published since the last review
are considered, including those related to exposure-response relationships, mode(s) of
action (MOA), and potentially at-risk populations and lifestages. Studies on atmospheric
chemistry, environmental fate and transport, dosimetry, toxicokinetics and exposure are
also considered for inclusion in the document, as well as analyses of air quality and
emissions data. References that were considered for inclusion in a specific ISA can be
found using the HERO website (http://hero.epa.gov).

Each ISA builds upon the conclusions of previous assessments for the pollutant under
review. EPA focuses on peer reviewed literature published following the completion of
the previous review and on any new interpretations of previous literature, integrating the
results of recent scientific studies with previous findings. Important older studies may be
discussed in detail to reinforce key concepts and conclusions or for reinterpretation in
light of newer data. Older studies also are the primary focus in some areas of the
document where research efforts have subsided, or if these older studies remain the
definitive works available in the literature.

Selection of studies for inclusion in the ISA is based on the general scientific quality of
the study, and consideration of the extent to which the study is informative and policy-
relevant. Policy relevant and informative studies include those that provide a basis for or
describe the relationship between the criteria pollutant and effects, including studies that
offer innovation in method or design and studies that reduce uncertainty on critical issues,
such as analyses of confounding or effect modification by copollutants or other variables,
analyses of concentration-response or dose-response relationships, or analyses related to
time between exposure and response. Emphasis is placed on studies that examine effects
associated with pollutant concentrations relevant to current population and ecosystem
exposures, and particularly those pertaining to concentrations currently found in ambient
air. Other studies are included if they contain unique data, such as a previously
unreported effect or MOA for an observed effect, or examine multiple concentrations to
elucidate exposure-response relationships. In general, in assessing the scientific quality
and relevance of health and welfare effects studies, the following considerations have
been taken into account when selecting studies for inclusion in the ISA.

= Are the study populations, subjects, or animal models adequately selected, and
are they sufficiently well defined to allow for meaningful comparisons
between study or exposure groups?
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= Are the statistical analyses appropriate, properly performed, and properly
interpreted? Are likely covariates adequately controlled or taken into account
in the study design and statistical analysis?

= Are the air quality data, exposure, or dose metrics of adequate quality and
sufficiently representative of information regarding ambient conditions?

= Are the health, ecological or welfare effect measurements meaningful, valid
and reliable?

= Do the analytical methods provide adequate sensitivity and precision to
support conclusions?

Considerations specific to particular disciplines include the following. In selecting
epidemiologic studies, EPA considers whether a given study: (1) presents information on
associations with short- or long-term pollutant exposures at or near ambient conditions;
(2) addresses potential confounding by other pollutants; (3) assesses potential effect
modifiers; (4) evaluates health endpoints and populations not previously extensively
researched; and (5) evaluates important methodological issues related to interpretation of
the health evidence (e.g., lag or time period between exposure and effects, model
specifications, thresholds, mortality displacement).

Considerations for the selection of research evaluating controlled human exposure or
animal toxicological studies includes a focus on studies conducted using relevant
pollutant exposures. For both types of studies, relevant pollutant exposures are
considered to be those generally within one or two orders of magnitude of ambient
concentrations. Studies in which higher doses were used may also be considered if they
provide information relevant to understanding MOA or mechanisms, as noted below.

Evaluation of controlled human exposure studies focuses on those that approximated
expected human exposure conditions in terms of concentration and duration. Studies
should include control exposures to filtered air, as appropriate. In the selection of
controlled human exposure studies, emphasis is placed on studies that: (1) investigate
potentially at-risk populations and lifestages such as people with asthma or
cardiovascular diseases, children or older adults; (2) address issues such as concentration-
response or time-course of responses; and (3) have sufficient statistical power to assess
findings.

Review of the animal toxicological evidence focuses on studies that approximate
expected human dose conditions, which vary depending on the dosimetry, toxicokinetics
and biological sensitivity of the particular laboratory animal species or strains studied.
Emphasis is placed on studies that: (1) investigate animal models of disease that can
provide information on populations potentially at increased risk of effects; (2) address
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issues such as concentration-response or time-course of responses; and (3) have sufficient
statistical power to assess findings. Due to resource constraints on exposure duration and
numbers of animals tested, animal studies typically utilize high-concentration exposures
to acquire data relating to mechanisms and assure a measurable response. Emphasis is
placed on studies using doses or concentrations generally within 1-2 orders of magnitude
of current levels. Studies with higher concentration exposures or doses are considered to
the extent that they provide useful information to inform our understanding of
interspecies differences and potential differences between healthy and susceptible human
populations. Results from in vitro studies may also be included if they provide
mechanistic insight or further support for results demonstrated in vivo.

These criteria provide benchmarks for evaluating various studies and for focusing on the
policy-relevant studies in assessing the body of health, ecological and welfare effects
evidence. As stated initially, the intent of the ISA is to provide a concise review,
synthesis, and evaluation of the most policy-relevant science to serve as a scientific
foundation for the review of the NAAQS, not extensive summaries of all health,
ecological and welfare effects studies for a pollutant. Of most relevance for inclusion of
studies is whether they provide useful qualitative or quantitative information on
exposure-effect or exposure-response relationships for effects associated with pollutant
exposures at doses or concentrations relevant to ambient conditions that can inform
decisions on whether to retain or revise the standards.

In developing an ISA, EPA reviews and summarizes the evidence from: studies of
atmospheric sciences and exposure; the health effects evidence from toxicological,
controlled human exposure and epidemiologic studies; and ecological and welfare effects
evidence. In the process of developing the first draft ISA, EPA may convene a public
workshop in which EPA and non-EPA experts review the scientific content of
preliminary draft materials to ensure that the ISA is up to date and focused on the most
policy-relevant findings, and to assist EPA with integration of evidence within and across
disciplines.

EPA integrates the evidence from across scientific disciplines or study types and
characterizes the weight of evidence for relationships between the pollutant and various
outcomes. The integration of evidence on health, and ecological or welfare effects,
involves collaboration between scientists from various disciplines. As an example, an
evaluation of health effects evidence would include the integration of the results from
epidemiologic, controlled human exposure, and toxicological studies, and application of
the causal framework (described below) to draw conclusions. Using the causal
framework described in the following section, EPA scientists consider aspects such as
strength, consistency, coherence, and biological plausibility of the evidence, and develop
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draft causality determinations on the nature of the relationships. Causality determinations
often entail an iterative process of review and evaluation of the evidence. Two drafts of
the ISA are typically released for review by the CASAC and the public, and comments
received on the characterization of the science as well as the implementation of the causal
framework are carefully considered in revising and completing the final ISA.

EPA Framework for Causal Determination

EPA has developed a consistent and transparent basis to evaluate the causal nature of air
pollution-related health or welfare effects for use in developing ISAs. The framework
described below establishes uniform language concerning causality and brings more
specificity to the findings. This standardized language was drawn from sources across the
federal government and wider scientific community, especially the National Academy of
Sciences (NAS) Institute of Medicine (I0M) document, Improving the Presumptive
Disability Decision-Making Process for Veterans (2008), a comprehensive report on
evaluating causality. This framework:

= describes the kinds of scientific evidence used in establishing a general causal
relationship between exposure and health effects;

= characterizes the evidence necessary to reach a conclusion about the existence
of a causal relationship;

= identifies issues and approaches related to uncertainty; and

= provides a framework for classifying and characterizing the weight of
evidence in support of a general causal relationship.

Approaches to assessing the separate and combined lines of evidence

(e.g., epidemiologic, controlled human exposure, and animal toxicological studies) have
been formulated by a number of regulatory and science agencies, including the IOM of
the NAS (2008), International Agency for Research on Cancer (2006), EPA Guidelines
for Carcinogen Risk Assessment (2005), and Centers for Disease Control and Prevention
(2004). Causal inference criteria have also been described for ecological effects evidence
(U.S. EPA, 1998; Fox, 1991). These formalized approaches offer guidance for assessing
causality. The frameworks are similar in nature, although adapted to different purposes,

and have proven effective in providing a uniform structure and language for causal
determinations.
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Evaluating Evidence for Inferring Causation

The 1964 Surgeon General’s report defined “cause” as a “significant, effectual
relationship between an agent and an associated disorder or disease in the host” (HEW);
more generally, a cause is defined as an agent that brings about an effect or a result. An
association is the statistical relationship among variables; alone, however, it is
insufficient proof of a causal relationship between an exposure and a health outcome.
Unlike an association, a causal claim supports the creation of counterfactual claims, that
is, a claim about what the world would have been like under different or changed
circumstances (Samet and Bodurow, 2008).

Many of the health and environmental outcomes reported in these studies have complex
etiologies. Diseases such as asthma, coronary heart disease (CHD) or cancer are typically
initiated by multiple agents. Outcomes depend on a variety of factors, such as age,
genetic susceptibility, nutritional status, immune competence, and social factors (Samet
and Bodurow, 2008; Gee and Payne-Sturges, 2004). Effects on ecosystems are often also
multifactorial with a complex web of causation. Further, exposure to a combination of
agents could cause synergistic or antagonistic effects. Thus, the observed risk may
represent the net effect of many actions and counteractions.

In estimating the causal influence of an exposure on health or environmental effects, it is
recognized that scientific findings incorporate uncertainty. “Uncertainty” can be defined
as having limited knowledge to exactly describe an existing state or future outcome,

e.g., the lack of knowledge about the correct value for a specific measure or estimate.
Uncertainty analysis may be qualitative or quantitative in nature. In many cases, the
analysis is qualitative, and can include professional judgment or inferences based on
analogy with similar situations. Quantitative uncertainty analysis may include use of
simple measures (e.g., ranges) and analytical techniques. Quantitative uncertainty
analysis might progress to more complex measures and techniques, if needed for decision
support. Various approaches to evaluating uncertainty include classical statistical
methods, sensitivity analysis, or probabilistic uncertainty analysis, in order of increasing
complexity and data requirements. However, data may not be available for all aspects of
an assessment and those data that are available may be of questionable or unknown
quality. Ultimately, the assessment is based on a number of assumptions with varying
degrees of uncertainty. The ISA generally evaluates uncertainties qualitatively in
assessing the evidence from across studies; in some situations quantitative analysis
approaches, such as meta-regression, may be used.

Publication bias is a source of uncertainty regarding the magnitude of health risk
estimates. It is well understood that studies reporting non-null findings are more likely to
be published than reports of null findings, and publication bias can also result in
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overestimation of effect estimate sizes (loannidis, 2008). For example, effect estimates
from single-city epidemiologic studies have been found to be generally larger than those
from multicity studies (Bell et al., 2005).

Consideration of evidence from scientific disciplines

Moving from association to causation involves the elimination of alternative explanations
for the association. The ISA focuses on evaluation of the findings from the body of
evidence, drawing upon the results of all studies determined to meet the criteria described
previously. Causality determinations are based on the evaluation and synthesis of
evidence from across scientific disciplines. The relative importance of different types of
evidence varies by pollutant or assessment, as does the availability of different types of
evidence for causality determination. Three general types of studies inform consideration
of human health effects: controlled human exposure, epidemiologic and toxicological
studies. Evidence on ecological or welfare effects may be drawn from a variety of
experimental approaches (e.g., greenhouse, laboratory, field) and numerous disciplines
(e.g., community ecology, biogeochemistry and paleological/historical reconstructions).

The most direct evidence of a causal relationship between pollutant exposures and human
health effects comes from controlled human exposure studies. Controlled human
exposure studies experimentally evaluate the health effects of administered exposures in
human volunteers under highly controlled laboratory conditions. Also referred to as
human clinical studies, these experiments allow investigators to expose subjects to known
concentrations of air pollutants under carefully regulated environmental conditions and
activity levels. In some instances, controlled human exposure studies can also be used to
characterize concentration-response relationships at pollutant concentrations relevant to
ambient conditions. Controlled human exposures are typically conducted using a
randomized crossover design, with subjects exposed both to the pollutant and a clean air
control. In this way, subjects serve as their own controls, effectively controlling for many
potential confounders. However, controlled human exposure studies are limited by a
number of factors, including small sample size and short exposure time. For example,
exposure patterns relevant to understanding real-world exposures, especially long-term
exposures, are generally not practical to replicate in a laboratory setting. In addition,
although subjects do serve as their own controls, personal exposure to pollutants in the
hours and days preceding the controlled exposures may vary significantly between and
within individuals. Finally, controlled human exposure studies require investigators to
adhere to stringent health criteria for subjects included in the study, and therefore the
results cannot necessarily be generalized to an entire population. Although some
controlled human exposure studies have included health-compromised individuals such
as those with respiratory or cardiovascular disease, these individuals must also be
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relatively healthy and may not represent the most sensitive individuals in the population.
In addition, the study design is limited to exposures and endpoints that are not expected
to result in severe health outcomes. Thus, not observing an effect in controlled human
exposure studies does not necessarily mean that a causal relationship does not exist.
While controlled human exposure studies provide important information on the biological
plausibility of associations observed in epidemiologic studies, observed effects in these
studies may underestimate the response in certain populations.

Epidemiologic studies provide important information on the associations between health
effects and exposure of human populations to ambient air pollution. In epidemiologic or
observational studies of humans, the investigator generally does not control exposures or
intervene with the study population. Broadly, observational studies can describe
associations between exposures and effects. These studies fall into several categories:
e.g., cross-sectional, prospective cohort, panel and time-series studies. “Natural
experiments” offer the opportunity to investigate changes in health related to a change in
exposure, such as closure of a pollution source.

In evaluating epidemiologic studies, consideration of many study design factors and
issues must be taken into account to properly inform their interpretation. One key
consideration is evaluation of the potential contribution of the pollutant to a health
outcome when it is a component of a complex air pollutant mixture. Reported effect
estimates in epidemiologic studies may reflect: independent effects on health outcomes;
effects of the pollutant acting as an indicator of a copollutant or a complex ambient air
pollution mixture; effects resulting from interactions between that pollutant and
copollutants.

In the evaluation of epidemiologic evidence, one important consideration is potential
confounding. Confounding is “... a confusion of effects. Specifically, the apparent effect
of the exposure of interest is distorted because the effect of an extraneous factor is
mistaken for or mixed with the actual exposure effect (which may be null)” (Rothman
and Greenland, 1998). One approach to remove spurious associations due to possible

confounders is to control for characteristics that may differ between exposed and
unexposed persons; this is frequently termed *“adjustment.” Scientific judgment is needed
to evaluate likely sources and extent of confounding, together with consideration of how
well the existing constellation of study designs, results, and analyses address this
potential threat to inferential validity. A confounder is associated with both the exposure
and the effect; for example, confounding can occur between correlated pollutants that are
associated with the same effect.

Several statistical methods are available to detect and control for potential confounders,
with none of them being completely satisfactory. Multivariable regression models
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constitute one tool for estimating the association between exposure and outcome after
adjusting for characteristics of participants that might confound the results. The use of
multipollutant regression models has been the prevailing approach for controlling
potential confounding by copollutants in air pollution health effects studies. Finding the
likely causal pollutant from multipollutant regression models is made difficult by the
possibility that one or more air pollutants may be acting as a surrogate for an unmeasured
or poorly measured pollutant or for a particular mixture of pollutants. In addition, more
than one pollutant may exert similar health effects, resulting in independently observed
associations for multiple pollutants. The number and degree of diversity of covariates, as
well as their relevance to the potential confounders, remain matters of scientific
judgment. Despite these limitations, the use of multipollutant models is still the
prevailing approach employed in most air pollution epidemiologic studies and provides
some insight into the potential for confounding or interaction among pollutants.

Confidence that unmeasured confounders are not producing the findings is increased
when multiple studies are conducted in various settings using different subjects or
exposures, each of which might eliminate another source of confounding from
consideration. For example, multicity studies which use a consistent method to analyze
data from across locations with different levels of covariates can provide insight on
potential confounding in associations. Intervention studies, because of their quasi-
experimental nature, can be particularly useful in characterizing causation.

Another important consideration in the evaluation of epidemiologic evidence is effect
modification, which occurs when the effect differs between subgroups or strata; for
example, effect estimates that vary by age group or potential risk factor. “Effect-measure
modification differs from confounding in several ways. The main difference is that,
whereas confounding is a bias that the investigator hopes to prevent or remove from the
effect estimate, effect-measure modification is a property of the effect under study . . . In
epidemiologic analysis one tries to eliminate confounding but one tries to detect and
estimate effect-measure modification” (Rothman and Greenland, 1998). When a risk
factor is a confounder, it is the true cause of the association observed between the
exposure and the outcome; when a risk factor is an effect modifier, it changes the
magnitude of the association between the exposure and the outcome in stratified analyses.
For example, the presence of a preexisting disease or indicator of low socioeconomic
status may be an effect modifier in causing increased risk of effects related to air
pollution exposure. It is often possible to stratify the relationship between health outcome
and exposure by one or more of these potential effect modifiers. For variables that
modify the association, effect estimates in each stratum will be different from one another
and different from the overall estimate, indicating a different exposure-response
relationship may exist in populations represented by these variables.
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Another key consideration for epidemiologic evidence is exposure measurement error.
There are several components that contribute to exposure measurement error in
epidemiologic studies, including the difference between true and measured ambient
concentrations, the difference between average personal exposure to ambient pollutants
and ambient concentrations at central monitoring sites, and the use of average population
exposure rather than individual exposure estimates.

The third main type of health effects evidence, animal toxicological studies, provides
information on the pollutant’s biological action under controlled and monitored exposure
circumstances. Taking into account physiological differences of the experimental species
from humans, these studies inform characterization of health effects of concern,
exposure-response relationships and MOAs. Further, animal models can inform
determinations of at-risk or susceptible populations. These studies evaluate the effects of
exposures to a variety of pollutants in a highly controlled laboratory setting and allow
exploration of toxicological pathways or mechanisms by which a pollutant may cause
effects. Understanding the biological mechanisms underlying various health outcomes
can prove crucial in establishing or negating causality. In the absence of human studies
data, extensive, well-conducted animal toxicological studies can support determinations
of causality, if the evidence base indicates that similar responses are expected in humans
under ambient exposure conditions.

Interpretations of animal toxicological studies are affected by limitations associated with
extrapolation between animal and human responses. The differences between humans
and other species have to be taken into consideration, including metabolism, hormonal
regulation, breathing pattern, and differences in lung structure and anatomy. Also, in spite
of a high degree of homology and the existence of a high percentage of orthologous
genes across humans and rodents (particularly mice), extrapolation of molecular
alterations at the gene level is complicated by species-specific differences in
transcriptional regulation. Given these differences, there are uncertainties associated with
guantitative extrapolations of observed pollutant-induced pathophysiological alterations
between laboratory animals and humans, as those alterations are under the control of
widely varying biochemical, endocrine, and neuronal factors.

For ecological effects assessment, both laboratory and field studies (including field
experiments and observational studies) can provide useful data for causality
determination. Because conditions can be controlled in laboratory studies, responses may
be less variable and smaller differences easier to detect. However, the control conditions
may limit the range of responses (e.g., animals may not be able to seek alternative food
sources), so they may not reflect responses that would occur in the natural environment.
In addition, larger-scale processes are difficult to reproduce in the laboratory.
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Field observational studies measure biological changes in uncontrolled situations, and
describe an association between a disturbance and an ecological effect. Field data can
provide important information for assessments of multiple stressors or where site-specific
factors significantly influence exposure. They are also often useful for analyses of larger
geographic scales and higher levels of biological organization. However, because
conditions are not controlled, variability is expected to be higher and differences harder
to detect. Field surveys are most useful for linking stressors with effects when stressor
and effect levels are measured concurrently. The presence of confounding factors can
make it difficult to attribute observed effects to specific stressors.

Intermediate between laboratory and field are studies that use environmental media
collected from the field to examine response in the laboratory, and experiments that are
performed in the natural environment while controlling for some environmental
conditions (i.e. mesocosm studies). This type of study in manipulated natural
environments can be considered a hybrid between a field experiment and laboratory study
since some aspects are performed under controlled conditions but others are not. They
make it possible to observe community and/or ecosystem dynamics, and provide strong
evidence for causality when combined with findings of studies that have been made
under more controlled conditions.

Application of Framework for Causal Determination

In its evaluation of the scientific evidence on health or welfare effects of criteria
pollutants, EPA determines the weight of evidence in support of causation and
characterizes the strength of any resulting causal classification. EPA also evaluates the
guantitative evidence and draws scientific conclusions, to the extent possible, regarding
the concentration-response relationships and the loads to ecosystems, exposure doses or
concentrations, duration and pattern of exposures at which effects are observed.

To aid judgment, various “aspects”? of causality have been discussed by many

philosophers and scientists. The 1964 Surgeon General’s report on tobacco smoking
discussed criteria for the evaluation of epidemiologic studies, focusing on consistency,
strength, specificity, temporal relationship, and coherence (HEW, 1964). Sir Austin
Bradford Hill (1965) articulated aspects of causality in epidemiology and public health
that have been widely used (Samet and Bodurow, 2008; IARC, 2006; U.S. EPA, 2005;
HHS, 2004). These aspects (Hill, 1965) have been modified (Table I) for use in causal

% The “aspects” described by Hill (1965) have become, in the subsequent literature, more commonly described as “criteria.” The
original term “aspects” is used here to avoid confusion with “criteria” as it is used, with different meaning, in the Clean Air Act.
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Table | Aspects to aid in judging causality

Consistency of the
observed association

An inference of causality is strengthened when a pattern of elevated risks is observed
across several independent studies. The reproducibility of findings constitutes one of the
strongest arguments for causality. If there are discordant results among investigations,
possible reasons such as differences in exposure, confounding factors, and the power of
the study are considered.

Coherence

An inference of causality from one line of evidence (e.g., epidemiologic, clinical or animal
studies) may be strengthened by other lines of evidence that support a cause-and-effect
interpretation of the association. Evidence on ecological or welfare effects may be drawn
from a variety of experimental approaches (e.g., greenhouse, laboratory, and field) and
subdisciplines of ecology (e.g., community ecology, biogeochemistry and
paleological/historical reconstructions). The coherence of evidence from various fields
greatly adds to the strength of an inference of causality. In addition, there may be
coherence in demonstrating effects across multiple study designs or related health
endpoints within one scientific line of evidence.

Biological plausibility.

An inference of causality tends to be strengthened by consistency with data from
experimental studies or other sources demonstrating plausible biological mechanisms. A
proposed mechanistic linking between an effect and exposure to the agent is an important
source of support for causality, especially when data establishing the existence and
functioning of those mechanistic links are available.

Biological gradient
(exposure-response
relationship)

A well-characterized exposure-response relationship (e.g., increasing effects associated
with greater exposure) strongly suggests cause and effect, especially when such
relationships are also observed for duration of exposure (e.g., increasing effects observed
following longer exposure times).

Strength of the observed
association

The finding of large, precise risks increases confidence that the association is not likely
due to chance, bias, or other factors. However, it is noted that a small magnitude in an
effect estimate may represent a substantial effect in a population.

Experimental evidence

Strong evidence for causality can be provided through “natural experiments” when a
change in exposure is found to result in a change in occurrence or frequency of health or
welfare effects.

Temporal relationship of
the observed association

Evidence of a temporal sequence between the introduction of an agent, and appearance
of the effect, constitutes another argument in favor of causality.

Specificity of the
observed association

Evidence linking an exposure to a specific outcome can provide a strong argument for
causation. However, it must be recognized that rarely, if ever, does exposure to a pollutant
invariably predict the occurrence of an outcome, and that a given outcome may have
multiple causes.

Analogy

Structure activity relationships and information on the agent’s structural analogs can
provide insight into whether an association is causal. Similarly, information on mode of
action for a chemical, as one of many structural analogs, can inform decisions regarding
likely causality.

determinations specific to health and welfare effects for pollutant exposures (U.S. EPA
2009d).® Although these aspects provide a framework for assessing the evidence, they do

not lend themselves to being considered in terms of simple formulas or fixed rules of
evidence leading to conclusions about causality (Hill, 1965). For example, one cannot

simply count the number of studies reporting statistically significant results or

® The Hill aspects were developed for interpretation of epidemiologic results. They have been modified here for use with a broader
array of data, i.e., epidemiologic, controlled human exposure, ecological, and animal toxicological studies, as well as in vitro data,
and to be more consistent with EPA’'s Guidelines for Carcinogen Risk Assessment.
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statistically nonsignificant results and reach credible conclusions about the relative
weight of the evidence and the likelihood of causality. Rather, these aspects are taken into
account with the goal of producing an objective appraisal of the evidence, informed by
peer and public comment and advice, which includes weighing alternative views on
controversial issues. In addition, it is important to note that the aspects in Table I cannot
be used as a strict checklist, but rather to determine the weight of the evidence for
inferring causality. In particular, not meeting one or more of the principles does not
automatically preclude a determination of causality [see discussion in (HHS, 2004)].

Determination of Causality

In the ISA, EPA assesses the body of relevant literature, building upon evidence available
during previous NAAQS reviews, to draw conclusions on the causal relationships
between relevant pollutant exposures and health or environmental effects. ISAs use a
five-level hierarchy that classifies the weight of evidence for causation®. In developing
this hierarchy, EPA has drawn on the work of previous evaluations, most prominently the
IOM’s Improving the Presumptive Disability Decision-Making Process for Veterans
(Samet and Bodurow, 2008), EPA’s Guidelines for Carcinogen Risk Assessment (U.S.
EPA, 2005), and the U.S. Surgeon General’s smoking report (HHS, 2004). This weight of
evidence evaluation is based on various lines of evidence from across the health and
environmental effects disciplines. These separate judgments are integrated into a

gualitative statement about the overall weight of the evidence and causality. The five
descriptors for causal determination are described in Table I1.

Determination of causality involves the evaluation of evidence for different types of
health, ecological or welfare effects associated with short- and long-term exposure
periods. In making determinations of causality, evidence is evaluated for major outcome
categories and then conclusions are drawn based upon the integration of evidence from
across disciplines and also across the spectrum of related endpoints. In making causal
judgments, the ISA focuses on major outcome categories (e.g., respiratory effects,
vegetation growth), by evaluating the coherence of evidence across a spectrum of related
endpoints (e.g., health effects ranging from inflammatory effects to respiratory mortality)
to draw conclusions regarding causality. In discussing the causal determination, EPA
characterizes the evidence on which the judgment is based, including strength of
evidence for individual endpoints within the major outcome category.

“ It should be noted that the Center for Disease Control (CDC) and IOM frameworks use a four-category hierarchy for the strength
of the evidence. A five-level hierarchy is used here to be consistent with the EPA Guidelines for Carcinogen Risk Assessment and to
provide a more nuanced set of categories.
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Table Il Weight of evidence for causal determination
Health Effects Ecological and Welfare Effects

Causal Evidence is sufficient to conclude that there is a causal Evidence is sufficient to conclude that there is a causal

relationship relationship with relevant pollutant exposures (i.e., doses relationship with relevant pollutant exposures i.e., doses
or exposures generally within one to two orders of or exposures generally within one to two orders of
magnitude of current levels). That is, the pollutant has magnitude of current levels). That is, the pollutant has
been shown to result in health effects in studies in which  been shown to result in effects in studies in which
chance, bias, and confounding could be ruled out with chance, bias, and confounding could be ruled out with
reasonable confidence. For example: a) controlled reasonable confidence. Controlled exposure studies
human exposure studies that demonstrate consistent (laboratory or small- to medium-scale field studies)
effects; or b) observational studies that cannot be provide the strongest evidence for causality, but the
explained by plausible alternatives or are supported by scope of inference may be limited. Generally,
other lines of evidence (e.g., animal studies or mode of determination is based on multiple studies conducted by
action information). Evidence includes replicated and multiple research groups, and evidence that is considered
consistent high-quality studies by multiple investigators.  sufficient to infer a causal relationship is usually obtained

from the joint consideration of many lines of evidence that
reinforce each other.

Likely to be a Evidence is sufficient to conclude that a causal Evidence is sufficient to conclude that there is a likely

causal relationship is likely to exist with relevant pollutant causal association with relevant pollutant exposures. That

relationship exposures, but important uncertainties remain. That is, is, an association has been observed between the

the pollutant has been shown to result in health effects in
studies in which chance and bias can be ruled out with
reasonable confidence but potential issues remain. For
example: a) observational studies show an association,
but copollutant exposures are difficult to address and/or
other lines of evidence (controlled human exposure,
animal, or mode of action information) are limited or
inconsistent; or b) animal toxicological evidence from
multiple studies from different laboratories that
demonstrate effects, but limited or no human data are
available. Evidence generally includes replicated and
high-quality studies by multiple investigators.

pollutant and the outcome in studies in which chance,
bias and confounding are minimized, but uncertainties
remain. For example, field studies show a relationship,
but suspected interacting factors cannot be controlled,
and other lines of evidence are limited or inconsistent.
Generally, determination is based on multiple studies in
multiple research groups.

Suggestive of
a causal
relationship

Evidence is suggestive of a causal relationship with
relevant pollutant exposures, but is limited. For example,
(a) at least one high-quality epidemiologic study shows
an association with a given health outcome but the
results of other studies are inconsistent; or (b) a well-
conducted toxicological study, such as those conducted
in the National Toxicology Program (NTP), shows effects
in animal species.

Evidence is suggestive of a causal relationship with
relevant pollutant exposures, but chance, bias and
confounding cannot be ruled out. For example, at least
one high-quality study shows an effect, but the results of
other studies are inconsistent.

Inadequate to
infer a causal

Evidence is inadequate to determine that a causal
relationship exists with relevant pollutant exposures. The

The available studies are of insufficient quality,
consistency or statistical power to permit a conclusion

relationship available studies are of insufficient quantity, quality, regarding the presence or absence of an effect.
consistency or statistical power to permit a conclusion
regarding the presence or absence of an effect.
Not likely to Evidence is suggestive of no causal relationship with Several adequate studies, examining relationships with
be a causal relevant pollutant exposures. Several adequate studies, relevant exposures, are consistent in failing to show an
relationship covering the full range of levels of exposure that human  effect at any level of exposure.

beings are known to encounter and considering at-risk
populations, are mutually consistent in not showing an
effect at any level of exposure.

In drawing judgments regarding causality for the criteria air pollutants, the ISA focuses
on evidence of effects in the range of relevant pollutant exposures or doses, and not on
determination of causality at any dose. Emphasis is placed on evidence of effects at doses
(e.g., blood lead concentration) or exposures (e.g., air concentrations) that are relevant to,
or somewhat above, those currently experienced by the population. The extent to which
studies of higher concentrations are considered varies by pollutant and major outcome
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category, but generally includes those with doses or exposures in the range of one to two
orders of magnitude above current or ambient conditions. Studies that use higher doses or
exposures may also be considered to the extent that they provide useful information to
inform our understanding of mode of action, interspecies differences or factors that may
increase risk of effects for a population. Thus, a causality determination is based on
weight of evidence evaluation for health, ecological or welfare effects, focusing on the
evidence from exposures or doses generally ranging from current levels to one or two
orders of magnitude above current levels.

In addition, EPA evaluates evidence relevant to understand the quantitative relationships
between pollutant exposures and health, ecological or welfare effects. This includes
evaluation of the form of concentration-response or dose-response relationships and, to
the extent possible, drawing conclusions on the levels at which effects are observed. The
ISA also draws scientific conclusions regarding important exposure conditions for effects
and populations that may be at greater risk for effects, as described in the following
section.

Quantitative relationships: Effects on Human Populations

Once a determination is made regarding the causal relationship between the pollutant and
outcome category, important questions regarding quantitative relationships include:

= What is the concentration-response, exposure-response, or dose-response
relationship in the human population?

= What is the interrelationship between incidence and severity of effect?

= What exposure conditions (dose or exposure, duration and pattern) are
important?

= What populations and lifestages appear to be differentially affected (i.e., more
at risk of experiencing effects)?

To address these questions, the entirety of quantitative evidence is evaluated to
characterize pollutant concentrations and exposure durations at which effects were
observed for exposed populations, including populations and lifestages potentially at
increased risk. To accomplish this, evidence is considered from multiple and diverse
types of studies, and a study or set of studies that best approximates the concentration-
response relationships between health outcomes and the pollutant may be identified.
Controlled human exposure studies provide the most direct and quantifiable exposure-
response data on the human health effects of pollutant exposures. To the extent available,
the ISA evaluates results from across epidemiologic studies that use various methods to
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characterize the form of relationships between the pollutant and health outcomes and
draws conclusions on the shape of these relationships. Animal data may also inform
evaluation of concentration-response relationships, particularly relative to MOAs and
characteristics of susceptible populations.

An important consideration in characterizing the public health impacts associated with
exposure to a pollutant is whether the concentration-response relationship is linear across
the range of concentrations or if nonlinear relationships exist along any part of this range.
Of particular interest is the shape of the concentration-response curve at and below the
level of the current standards. Various sources of variability and uncertainty, such as low
data density in the lower concentration range, possible influence of exposure
measurement error, and variability between individuals in susceptibility to air pollution
health effects, tend to smooth and “linearize” the concentration-response function, and
thus can obscure the existence of a threshold or nonlinear relationship. Since individual
thresholds vary from person to person due to individual differences such as genetic level
susceptibility or preexisting disease conditions (and even can vary from one time to
another for a given person), it can be difficult to demonstrate that a threshold exists in a
population study. These sources of variability and uncertainty may explain why the
available human data at ambient concentrations for some environmental pollutants

(e.g., particulate matter [PM], Os, lead [Pb], environmental tobacco smoke [ETS],
radiation) do not exhibit thresholds for cancer or noncancer health effects, even though
likely mechanisms include nonlinear processes for some key events. These attributes of
human population dose-response relationships have been extensively discussed in the
broader epidemiologic literature (Rothman and Greenland, 1998).

Finally, identification of the population groups or lifestages that may be at greater risk of
health effects from air pollutant exposures contributes to an understanding of the public
health impact of pollutant exposures. In the ISA, the term “at-risk population” is used to
encompass populations variously described as susceptible, vulnerable, or sensitive. “At-
risk populations” is defined here as those populations or lifestages that have a greater
likelihood of experiencing health effects related to exposure to an air pollutant due to a
variety of factors. These factors may be intrinsic, such as genetic or developmental
factors, race, gender, lifestage, or the presence of preexisting diseases, or they may be
extrinsic, such as socioeconomic status (SES), activity pattern and exercise level, reduced
access to health care, low educational attainment, or increased pollutant exposures (e.g.,
near roadways). Epidemiologic studies can help identify populations potentially at
increased risk of effects by evaluating health responses in the study population. Examples
include testing for interactions or effect modification by factors such as gender, age
group, or health status. Experimental studies using animal models of susceptibility or
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disease can also inform the extent to which health risks are likely greater in specific
population groups.

Quantitative relationships: Effects on Ecosystems or
Public Welfare

Key questions for understanding the quantitative relationships between exposure (or
concentration or deposition) to a pollutant and risk to ecosystems or the public welfare
include:

= What elements of the ecosystem (e.g., types, regions, taxonomic groups,
populations, functions, etc.) appear to be affected, or are more sensitive to
effects? Are there differences between locations or materials in welfare effects
responses, such as impaired visibility or materials damage?

= Under what exposure conditions (amount deposited or concentration, duration
and pattern) are effects seen?

= What is the shape of the concentration-response or exposure-response
relationship?

Evaluations of causality generally consider the probability of quantitative changes in
ecological and welfare effects in response to exposure. A challenge to the quantification
of exposure-response relationships for ecological effects is the great regional and local
variability in ecosystems. Thus, exposure-response relationships are often determined for
a specific ecological system and scale, rather than at the national or even regional scale.
Quantitative relationships therefore are available site by site and may differ greatly
between ecosystems.

Concepts in Evaluating Adversity of Health Effects

In evaluating health evidence, a number of factors can be considered in delineating
between adverse and nonadverse health effects resulting from exposure to air pollution.
Some health outcomes, such as hospitalization for respiratory or cardiovascular diseases,
are clearly considered adverse. It is more difficult to determine the extent of change that
constitutes adversity in more subtle health measures. These include a wide variety of
responses, such as alterations in markers of inflammation or oxidative stress, changes in
pulmonary function or heart rate variability, or alterations in neurocognitive function
measures. The challenge is determining the magnitude of change in these measures when
there is no clear point at which a change become adverse; for example, what percentage
change in a lung function measure represents an adverse effect. What constitutes an
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adverse health effect may vary between populations. Some changes that may not be
considered adverse in healthy individuals would be potentially adverse in more
susceptible individuals.

For example, the extent to which changes in lung function are adverse has been discussed
by the American Thoracic Society (ATS) in an official statement titled What Constitutes
an Adverse Health Effect of Air Pollution? (2000b). An air pollution-induced shift in the
population distribution of a given risk factor for a health outcome was viewed as adverse,
even though it may not increase the risk of any one individual to an unacceptable level.
For example, a population of asthmatics could have a distribution of lung function such
that no identifiable individual has a level associated with significant impairment.
Exposure to air pollution could shift the distribution such that no identifiable individual
experiences clinically relevant effects. This shift toward decreased lung function,
however, would be considered adverse because individuals within the population would
have diminished reserve function and therefore would be at increased risk to further
environmental insult. The committee also observed that elevations of biomarkers, such as
cell number and types, cytokines and reactive oxygen species, may signal risk for ongoing
injury and clinical effects or may simply indicate transient responses that can provide
insights into mechanisms of injury, thus illustrating the lack of clear boundaries that
separate adverse from nonadverse effects.

It is important to recognize that the more subtle health outcomes may be connected
mechanistically to health events that are clearly adverse. For example, air pollution may
affect markers of transient myocardial ischemia such as ST-segment abnormalities and
onset of exertional angina. These effects may not be apparent to the individual, yet may
still increase the risk of a number of cardiac events, including myocardial infarction and
sudden death. Thus, small changes in physiological measures may not appear to be
clearly adverse when considered alone, but contribute to a coherent and biologically
plausible group of related health outcomes, including responses that are very clearly
adverse.

Concepts in Evaluating Adversity of Ecological Effects

Adversity of ecological effects can be understood in terms ranging in scale from the
cellular level to the individual organism and to the population, community and ecosystem
levels. In the context of ecology, a population is a group of individuals of the same
species, and a community is an assemblage of populations of different species interacting
with one another that inhabit an area. An ecosystem is the interactive system formed from
all living organisms and their abiotic (physical and chemical) environment within a given
area (IPCC, 2007a). The boundaries of what could be called an ecosystem are somewhat
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arbitrary, depending on the focus of interest or study. Thus, the extent of an ecosystem
may range from very small spatial scales to, ultimately, the entire Earth (IPCC, 2007a).

Effects on an individual organism are generally not considered to be adverse, however if
effects occur to enough individuals within a population, communities and ecosystems
may be disrupted. Changes to populations, communities and ecosystems can in turn result
in an alteration of ecosystem processes. Ecosystem processes are defined as the metabolic
functions of ecosystems including energy flow, elemental cycling, and the production,
consumption and decomposition of organic matter (U.S. EPA, 2002). Growth,
reproduction, and mortality are species-level endpoints that can be clearly linked to
community and ecosystem effects and are considered to be adverse when negatively
affected. Other endpoints such as changes in behavior and physiological stress can
decrease ecological fitness of an organism, but are harder to link unequivocally to effects
at the population, community and ecosystem level. The degree to which pollutant
exposure is considered adverse may also depend on the location and its intended use (i.e.
city park, commercial cropland). Support for consideration of adversity beyond the
species level by making explicit the linkages between stress-related effects at the species
and effects at the ecosystem level is found in A Framework for Assessing and Reporting
on Ecological Condition: an SAB report (U.S. EPA, 2002). Additionally, the National
Acid Precipitation Assessment Program (NAPAP) uses the following working definition
of adverse ecological effects in the preparation of reports to Congress mandated by the
Clean Air Act: “any injury (i.e. loss of chemical or physical quality or viability) to any
ecological or ecosystem component, up to and including at the regional level, over both
long and short terms.”

On a broader scale, ecosystem services may provide indicators for ecological impacts.
Ecosystem services are the benefits that people obtain from ecosystems (UNEP, 2003).
According to the Millennium Ecosystem Assessment, ecosystem services include:
“provisioning services such as food and water; regulating services such as regulation of
floods, drought, land degradation, and disease; supporting services such as soil formation
and nutrient cycling; and cultural services such as recreational, spiritual, religious and
other nonmaterial benefits.” For example, a more subtle ecological effect of pollution
exposure may result in a clearly adverse impact on ecosystem services if it results in a
population decline in a species that is recreationally or culturally important.
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PREFACE

Legislative Requirements for the NAAQS Review

Two sections of the Clean Air Act (CAA) govern the establishment and revision of
the National Ambient Air Quality Standards (NAAQS). Section 108 (42 USC §7408)
directs the Administrator to identify and list certain air pollutants and then to issue air
quality criteria for those pollutants. The Administrator is to list those air pollutants
that in her “judgement; cause or contribute to air pollution which may reasonably be
anticipated to endanger public health or welfare” and whose “presence...in the
ambient air results from numerous or diverse mobile or stationary sources” (CAA,
1990a). Air quality criteria are intended to “accurately reflect the latest scientific
knowledge useful in indicating the kind and extent of identifiable effects on public
health or welfare which may be expected from the presence of [a] pollutant in
ambient air . . . [42 USC §7408(b)].

Section 109 (CAA, 1990b) directs the Administrator to propose and promulgate
“primary” and “secondary” NAAQS for pollutants for which air quality criteria have
been issued. Section 109(b)(1) defines a primary standard as one “the attainment and
maintenance of which in the judgment of the Administrator, based on such criteria
and allowing an adequate margin of safety, are requisite to protect the public
health.”® A secondary standard, as defined in section 109(b)(2), must “specify a level
of air quality the attainment and maintenance of which, in the judgment of the
Administrator, based on such criteria, is required to protect the public welfare from
any known or anticipated adverse effects associated with the presence of [the]
pollutant in the ambient air.”®

The requirement that primary standards include an adequate margin of safety was
intended to address uncertainties associated with inconclusive scientific and technical
information available at the time of standard setting. It was also intended to provide a
reasonable degree of protection against hazards that research has not yet identified.
See Lead Industries Association v. EPA, 647 F.2d 1130, 1154 (D.C. Cir 1980), cert.
denied, 449 U.S. 1042 (1980); American Petroleum Institute v. Costle, 665 F.2d
1176, 1186 (D.C. Cir. 1981), cert. denied, 455 U.S. 1034 (1982). Both kinds of
uncertainties are components of the risk associated with pollution at levels below

® The legislative history of section 109 indicates that a primary standard is to be set at “the maximum permissible ambient air level
... which will protect the health of any [sensitive] group of the population,” and that for this purpose “reference should be made to a
representative sample of persons comprising the sensitive group rather than to a single person in such a group” [S. Rep. No. 91-
1196, 91* Cong., 2d Sess. 10 (1970)].

® Welfare effects as defined in section 302(h) include, but are not limited to, “effects on soils, water, crops, vegetation, man-made
materials, animals, wildlife, weather, visibility and climate, damage to and deterioration of property, and hazards to transportation, as
well as effects on economic values and on personal comfort and well-being” (CAA, 2005).
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those at which human health effects can be said to occur with reasonable scientific
certainty. Thus, in selecting primary standards that include an adequate margin of
safety, the Administrator is seeking not only to prevent pollution levels that have
been demonstrated to be harmful but also to prevent lower pollutant levels that may
pose an unacceptable risk of harm, even if the risk is not precisely identified as to
nature or degree.

In selecting a margin of safety, the EPA considers such factors as the nature and
severity of the health effects involved, the size of the sensitive population(s) at risk,
and the kind and degree of the uncertainties that must be addressed. The selection of
any particular approach to providing an adequate margin of safety is a policy choice
left specifically to the Administrator’s judgment. See Lead Industries Association v.
EPA, supra, 647 F.2d at 1161-1162.

In setting standards that are “requisite” to protect public health and welfare, as
provided in Section 109(b), EPA’s task is to establish standards that are neither more
nor less stringent than necessary. In so doing, EPA may not consider the costs of
implementing the standards. [See generally Whitman v. American Trucking
Associations, 531 U.S. 457, 465-472, 475-76.]

Section 109(d)(1) requires that “not later than December 31, 1980, and at 5-year
intervals thereafter, the Administrator shall complete a thorough review of the criteria
published under section 108 and the national ambient air quality standards ... and
shall make such revisions in such criteria and standards and promulgate such new
standards as may be appropriate...” Section 109(d)(2) requires that an independent
scientific review committee “shall complete a review of the criteria ... and the
national primary and secondary ambient air quality standards ... and shall
recommend to the Administrator any new . . . standards and revisions of existing
criteria and standards as may be appropriate ...” Since the early 1980s, this
independent review function has been performed by CASAC.

History of the NAAQS for Ozone

Tropospheric (ground-level) O is the indicator for the mix of photochemical
oxidants (e.g., peroxyacetyl nitrate, hydrogen peroxide) formed from biogenic and
anthropogenic precursor emissions. Naturally occurring Oz in the troposphere can
result from biogenic organic precursors reacting with naturally occurring nitrogen
oxides (NOx) and by stratospheric O3 intrusion into the troposphere. Anthropogenic
precursors of Oz, especially NOy, and volatile organic compounds (VOCs), originate
from a wide variety of stationary and mobile sources. Ambient O3 concentrations
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produced by these emissions are directly affected by temperature, solar radiation,
wind speed, and other meteorological factors.

NAAQS are comprised of four basic elements: indicator, averaging time, level, and
form. The indicator defines the pollutant to be measured in the ambient air for the
purpose of determining compliance with the standard. The averaging time defines the
time period over which air quality measurements are to be obtained and averaged or
cumulated, considering evidence of effects associated with various time periods of
exposure. The level of a standard defines the air quality concentration used (i.e., an
ambient concentration of the indicator pollutant) in determining whether the standard
is achieved. The form of the standard specifies the air quality measurements that are
to be used for compliance purposes (e.g., the annual fourth-highest daily maximum
8-hour concentration, averaged over 3 years), and whether the statistic is to be
averaged across multiple years. These four elements taken together determine the
degree of public health and welfare protection afforded by the NAAQS.

Table IlI Summary of primary and secondary NAAQS promulgated for ozone
during the period 1971-2008
Final Rule Indicator Avg Level Form
Time (ppm)
1971 (36 FR 8186) Total photochemical 1-h 0.08 Not to be exceeded more than 1 hour per year

oxidants

Attainment is defined when the expected number of days per

1979 (44 FR 8202) O3 1-h 0.12 calendar year, with maximum hourly average concentration greater
than 0.12 ppm, is £ 1
1993 (58 FR 13008) EPA decided that revisions to the standards were not warranted at the time.

1997 (62 FR 38856)

Annual fourth-highest daily maximum 8-h concentration averaged

O3 8-h 0.08
over 3 years

2008 (73 FR 16483)

Form of the standards remained unchanged relative to the 1997

Os &h 0.075 standard

Table 111 summarizes the O3 NAAQS that have been promulgated to date. In each
review, the secondary standard has been set to be identical to the primary standard.
These reviews are briefly described below.

EPA first established primary and secondary NAAQS for photochemical oxidants in
1971 . Both primary and secondary standards were set at a level of 0.08 parts per
million (ppm), 1-h avg, total photochemical oxidants, not to be exceeded more than
1 hour per year. The standards were based on scientific information contained in the
1970 AQCD.

In 1977, EPA announced the first periodic review of the 1970 AQCD in accordance
with Section 109(d)(1) of the Clean Air Act. In 1978, EPA published an AQCD.
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Based on the 1978 AQCD, EPA published proposed revisions to the original NAAQS
in 1978 (U.S. EPA, 1978b) and final revisions in 1979 (U.S. EPA, 1979a). The level
of the primary and secondary standards was revised from 0.08 to 0.12 ppm; the
indicator was revised from photochemical oxidants to Os; and the form of the

standards was revised from a deterministic to a statistical form, which defined
attainment of the standards as occurring when the expected number of days per
calendar year with maximum hourly average concentration greater than 0.12 ppm is
equal to or less than one.

In 1982, EPA announced plans to revise the 1978 AQCD (U.S. EPA, 1978a). In 1983,
EPA announced that the second periodic review of the primary and secondary
standards for O3 had been initiated (U.S. EPA, 1983). EPA subsequently published
the 1986 O; AQCD (U.S. EPA, 1986) and 1989 Staff Paper (U.S. EPA, 1989).
Following publication of the 1986 O3 AQCD, a number of scientific abstracts and
articles were published that appeared to be of sufficient importance concerning
potential health and welfare effects of O3 to warrant preparation of a Supplement to
the 1986 O; AQCD (Costa et al., 1992). Under the terms of a court order, on August
10, 1992, EPA published a proposed decision (U.S. EPA, 1992) stating that revisions
to the existing primary and secondary standards were not appropriate at the time
(U.S. EPA, 1992). This notice explained that the proposed decision would complete
EPA’s review of information on health and welfare effects of O; assembled over a
7-year period and contained in the 1986 O; AQCD (U.S. EPA, 1986) and its
Supplement to the 1986 O3 AQCD (Costa et al., 1992). The proposal also announced
EPA’s intention to proceed as rapidly as possible with the next review of the air
quality criteria and standards for Oz in light of emerging evidence of health effects
related to 6- to 8-hour O3 exposures. On March 9, 1993, EPA concluded the review
by deciding that revisions to the standards were not warranted at that time (U.S. EPA
1993).

In August 1992, EPA announced plans to initiate the third periodic review of the air
quality criteria and O3 NAAQS (U.S. EPA, 1992). On the basis of the scientific
evidence contained in the 1996 O; AQCD and the 1996 Staff Paper (U.S. EPA
1996e), and related technical support documents, linking exposures to ambient O; to

adverse health and welfare effects at levels allowed by the then existing standards,
EPA proposed to revise the primary and secondary Oz standards on December 13,
1996 (U.S. EPA, 1996d). The EPA proposed to replace the then existing 1-hour
primary and secondary standards with 8-h avg O; standards set at a level of 0.08 ppm

(equivalent to 0.084 ppm using standard rounding conventions). The EPA also
proposed, in the alternative, to establish a new distinct secondary standard using a
biologically based cumulative seasonal form. The EPA completed the review on July
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18, 1997 by setting the primary standard at a level of 0.08 ppm, based on the annual
fourth-highest daily maximum 8-h avg concentration, averaged over 3 years, and
setting the secondary standard identical to the revised primary standard (U.S. EPA
1997).

On May 14, 1999, in response to challenges to EPA’s 1997 decision by industry and
others, the U.S. Court of Appeals for the District of Columbia Circuit (D.C. Cir.)
remanded the O3 NAAQS to EPA, finding that Section 109 of the CAA, as
interpreted by EPA, effected an unconstitutional delegation of legislative authority. In
addition, the D.C. Cir. directed that, in responding to the remand, EPA should
consider the potential beneficial health effects of O pollution in shielding the public
from the effects of solar ultraviolet (UV) radiation, as well as adverse health effects.
On January 27, 2000, EPA petitioned the U.S. Supreme Court for certiorari on the
constitutional issue (and two other issues) but did not request review of the D.C. Cir.,
ruling regarding the potential beneficial health effects of Oz. On February 27, 2001,
the U.S. Supreme Court unanimously reversed the judgment of the D.C. Cir. on the
constitutional issue, holding that Section 109 of the CAA does not delegate
legislative power to the EPA in contravention of the Constitution, and remanded the
case to the D.C. Cir. to consider challenges to the O; NAAQS that had not been
addressed by that Court’s earlier decisions. On March 26, 2002, the D.C. Cir. issued
its final decision, finding the 1997 O; NAAQS to be “neither arbitrary nor
capricious,” and denied the remaining petitions for review. On November 14, 2001,
in response to the D.C. Cir. remand to consider the potential beneficial health effects
of O3 pollution in shielding the public from effects of solar (UV) radiation, EPA
proposed to leave the 1997 8-h O3 NAAQS unchanged (U.S. EPA, 2001). After
considering public comment on the proposed decision, EPA published its final
response to this remand on January 6, 2003, reaffirming the 8-h O3 NAAQS set in
1997 (U.S. EPA, 2003). On April 30, 2004, EPA announced the decision to make the
1-h O3 NAAQS no longer applicable to areas 1 year after the effective date of the
designation of those areas for the 8-h NAAQS (2004). For most areas, the date that
the 1-h NAAQS no longer applied was June 15, 2005.

EPA initiated the next periodic review if the air quality criteria and O3 standards in
September 2000 with a call for information (U.S. EPA, 2000). The schedule for
completion of that rulemaking later became governed by a consent decree resolving a
lawsuit filed in March 2003 by a group of plaintiffs representing national
environmental and public health organizations. Based on the 2006 O; AQCD (U.S.
EPA, 2006b) published in March 2006, the Staff Paper (U.S. EPA, 2007b) and related
technical support documents, the proposed decision was published in the Federal
Register on July 11, 2007 (U.S. EPA, 2007a). The EPA proposed to revise the level of
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the primary standard to a level within the range of 0.075 to 0.070 ppm. Two options
were proposed for the secondary standard: (1) replacing the current standard with a
cumulative, seasonal standard, expressed as an index of the annual sum of weighted
hourly concentrations cumulated over 12 daylight hours during the consecutive
3-month period within the O; season with the maximum index value, set at a level
within the range of 7 to 21 ppm-h; and (2) setting the secondary standard identical to
the revised primary standard. The EPA completed the rulemaking with publication of
a final decision on March 27, 2008 (U.S. EPA, 2008e), revising the level of the
8-hour primary O standard from 0.08 ppm to 0.075 ppm and revising the secondary
standard to be identical to the primary standard.
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EXECUTIVE SUMMARY
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Introduction

This Integrated Science Assessment (ISA) is a synthesis and evaluation of the most
policy-relevant science that forms the scientific foundation for the review of the primary
(health-based) and secondary (welfare-based) national ambient air quality standard
(NAAQS) for ozone (O3) and related photochemical oxidants. The current primary O
standard includes an 8-hour average standard set in 2008 at 75 parts per billion (ppb). The
secondary standard for O3 is equal to the primary standard. The current primary NAAQS
protects against respiratory health effects incurred after short-term exposure to Os, while
the secondary NAAQS protects against damage to vegetation and ecosystems.

1.2 Scope

EPA has developed an extensive and robust process for evaluating the scientific evidence
and drawing conclusions regarding air pollution-related health and welfare effects. This
ISA is focused on health and welfare effects resulting from current ambient
concentrations of Os. This review builds upon the findings of previous assessments, and
evaluates the relevant results pertaining to the atmospheric science of Os; short- and
long-term exposure to ambient O3; health effects due to ambient O3 exposure as
characterized in epidemiologic, controlled human exposure, and toxicological studies;
and ecological or welfare effects; as well as O3 exposure-response relationships, mode(s)
of action (MOA), and populations at increased risk for O3-related health effects. In this
ISA, the conclusions and key findings from previous reviews provide the foundation for
the consideration of evidence from recent studies. Conclusions are drawn based on the
synthesis of evidence from recent studies and building upon the extensive evidence
presented in previous reviews.

EPA has developed a consistent and transparent approach to evaluate the causal nature of
air pollution-related health and environmental effects for use in developing ISAs; the
framework for causal determinations is described in the Preamble to this document.
Causality determinations are based on the evaluation and synthesis of evidence from
across scientific disciplines; the type of evidence that is most important for such
determinations will vary by pollutant or assessment. EPA assesses the entire body of
relevant literature, building upon evidence available during the previous NAAQS
reviews, to draw conclusions on the causal relationships between relevant pollutant
exposures and health or welfare effects. EPA also evaluates the quantitative evidence and



draws scientific conclusions, to the extent possible, regarding the concentration-response
relationships and the loads to ecosystems, exposure doses or concentrations, duration and
pattern of exposures at which effects are observed. This ISA uses a five-level hierarchy
that classifies the weight of evidence for causation, not just association. This weight of
evidence evaluation is based on various lines of evidence from across the health and
environmental effects disciplines. These separate judgments are integrated into a
gualitative statement about the overall weight of the evidence and causality. The causal
determinations are:

= Causal relationship

= Likely to be a causal relationship

= Suggestive of a causal relationship

= [nadequate to infer a causal relationship

= Not likely to be a causal relationship

1.3 Atmospheric Chemistry and Ambient Concentrations

Ozone is naturally present in the stratosphere, where it serves the beneficial role of
blocking harmful ultraviolet radiation from the Sun and preventing the majority of this
radiation from reaching the surface of the Earth. However, in the troposphere, O; acts as
a powerful oxidant and can harm living organisms and materials. Tropospheric Os is
present not only in polluted urban air, but throughout the globe.

Ozone in the troposphere originates from both anthropogenic (i.e., man-made) and
natural source categories. Ozone attributed to anthropogenic sources is formed in the
atmosphere by photochemical reactions involving sunlight and precursor pollutants
including volatile organic compounds, nitrogen oxides, and carbon monoxide. Ozone
attributed to natural sources is formed through the same photochemical reactions
involving natural emissions of precursor pollutants from vegetation, microbes, animals,
biomass burning, lightning, and geogenic sources. A schematic overview of the major
photochemical cycles influencing O; in the troposphere and the stratosphere is shown in
the figure to the right.
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Ozone in rural areas is produced from emissions of O; precursors emitted directly within
the rural areas and from emissions in urban areas that are processed during transport.
Because O is produced downwind of urban source areas and O; tends to persist longer
in rural than in urban areas as a result of lower chemical scavenging, the result is
substantial cumulative exposures for humans and vegetation in rural areas, that are often
higher than cumulative exposures in urban areas.

On a smaller scale, O; can be influenced by local meteorological conditions, circulation
patterns, emissions, and topographic barriers, resulting in heterogeneous concentrations
across an individual urban area. On a larger scale, O persists in the atmosphere long
enough that it can be transported from continent to continent and around the globe. The
degree of influence from intercontinental transport varies greatly by location and time.

Background concentrations of O3 have been given various definitions in the literature
over time. In the context of a review of the NAAQS, it is useful to define background O;
concentrations in a way that distinguishes between concentrations that result from



precursor emissions that are relatively less directly controllable from those that are
relatively more directly controllable through U.S. policies. For this document, we have
focused on the sum of those background concentrations from natural sources everywhere
in the world and from anthropogenic sources outside the U.S., Canada and Mexico, i.e.,
North American background. Since North American background is a construct that
cannot be measured, the range of North American background O3 concentrations is
estimated using chemistry transport models. Model-predicted annual average North
American background estimates are typically less than 50 ppb across the country with
highest concentrations in the Intermountain West during the spring and the Southwest
during the summer.

1.4 Human Exposure

Ozone is ubiquitous throughout the environment, originating from both natural and
anthropogenic sources, although few indoor sources exist. As such, people are routinely
exposed to O3 as they participate in normal day-to-day activities. A number of factors
affect the pattern of personal O exposure. These include: the variation in O
concentrations at various spatial and temporal scales; individual’s activity patterns,
particularly time spent outdoors, which may involve changes in personal behavior to
avoid known high exposure to Os; and infiltration of ambient O; into indoor
microenvironments, which is driven by air exchange rate.

Several approaches have been used to measure or quantify exposure to ambient Os,
giving an indication of the impact of some of the factors that affect the pattern of human
exposure to O;. These approaches include characterizing the correlation and ratio
between personal exposure and ambient O; concentrations, determining the ratio between
indoor and outdoor concentrations, and using models to estimate exposure to O; based on
ambient concentrations. The factors affecting the pattern of personal exposure, as well as
the types of approaches used for quantification of exposure, may have implications for
epidemiologic studies.

1.5 Dosimetry and Modes of Action

When O3 is inhaled, the amount of O that is absorbed is affected by a number of factors
including the shape and size of the respiratory tract, route of breathing (nose or mouth),
as well as how quickly and deeply a person is breathing. Another factor involves the
reaction of O3 with compounds present in the lung lining fluid to produce secondary



oxidation products. On a breath-by-breath basis, humans at rest absorb between 80 and
95% of inhaled O3. The site of the greatest O3 dose to the lung tissue is the junction of
the conducting airway and the gas exchange region, in the deeper portion of the
respiratory tract. Additionally, the primary site of O; uptake moves deeper into the
respiratory tract during exercise when breathing becomes faster and the breathing route
begins to move from the nose only to oronasal breathing (i.e., through the nose and
mouth).

Once O; has been inhaled, there are several key events in the toxicity pathway of O; in
the respiratory tract that lead to Os-induced health effects. These include formation of
secondary oxidation products in the lung, activation of neural reflexes, initiation of
inflammation, alterations of epithelial barrier function, sensitization of bronchial smooth
muscle, modification of innate and adaptive immunity, and airway remodeling. Another
key event, systemic inflammation and vascular oxidative/nitrosative stress, may be
critical to the extrapulmonary effects of O;.

Table 1-1

Summary of ozone causal determinations by exposure duration
and health outcome

Health Outcome

Conclusions from

Conclusions from Previous Review 2011 2nd Draft ISA

Short-Term Exposure to O3

Respiratory effects

The overall evidence supports a causal relationship between acute ambient O3
exposures and increased respiratory morbidity outcomes.

Causal Relationship

Cardiovascular effects

The limited evidence is highly suggestive that O directly and/or indirectly contributes to
cardiovascular-related morbidity, but much remains to be done to more fully
substantiate the association.

Suggestive of a Causal
Relationship

Central nervous system

Toxicological studies report that acute exposures to O3 are associated with alterations ~ Suggestive of a Causal

effects in neurotransmitters, motor activity, short and long term memory, sleep patterns, and Relationship
histological signs of neurodegeneration.
Mortality The evidence is highly suggestive that O directly or indirectly contributes to non- Likely to be a Causal

accidental and cardiopulmonary-related mortality. Relationship

Long-term Exposure to O3

Respiratory effects

The current evidence is suggestive but inconclusive for respiratory health effects from  Likely to be a Causal

long-term O3 exposure. Relationship
Cardiovascular Effects  No studies from previous review. Suggestive of a Causal
Relationship

Reproductive and
developmental effects

Limited evidence for a relationship between air pollution and birth-related health
outcomes, including mortality, premature births, low birth weights, and birth defects,
with little evidence being found for O effects.

Suggestive of a Causal
Relationship

Central nervous system

Evidence regarding chronic exposure and neurobehavioral effects was not available. Suggestive of a Causal

effects Relationship

Cancer Little evidence for a relationship between chronic O3 exposure and increased risk of Inadequate to infer a Causal
lung cancer. Relationship

Mortality There is little evidence to suggest a causal relationship between chronic O3 exposure  Suggestive of a Causal

and increased risk for mortality in humans. Relationship



1.6 Integration of Ozone Health Effects

This ISA evaluates and integrates the evidence from short-term (i.e., hours, days, weeks)
or long-term (i.e., months to years) exposure studies across scientific disciplines (i.e.,
controlled human exposure studies, toxicology, and epidemiology) in interpreting the
health effects evidence that spans all lifestages, and varies in severity from minor
subclinical effects to death. The results from the health studies evaluated in combination
with the evidence from atmospheric chemistry and exposure assessment studies
contribute to the causal determinations made for the health outcomes discussed in this
ISA. The conclusions from the previous NAAQS review and the causality determinations
from this review are summarized in the table below. Additional details are provided here
for respiratory health effects and mortality, for which there is the strongest evidence of an
effect from O3, and for additional health effects for which there is emerging evidence of
an association with Os; details for all health effects are provided in the ISA.

16.1

Respiratory Effects

The clearest evidence for health effects associated with exposure to O; is provided by
studies of respiratory effects. Collectively, a very large amount of evidence spanning
several decades supports the causal association between exposure to Os and a continuum
of respiratory effects (See figure below). The majority of this evidence is derived from
studies investigating short-term exposure (i.e., hours to weeks) to Os, although animal
toxicological studies and recent epidemiologic evidence demonstrate that long-term
exposure (i.e., months to years) may also be detrimental to the respiratory system.

The last review concluded that there was clear, consistent evidence of a causal
relationship between short-term exposure to O and respiratory health effects. This causal
association was substantiated in this ISA by the coherence of effects observed across
controlled human exposure, epidemiologic, and toxicological studies indicating
associations of short-term O3 exposures with a range of respiratory health endpoints from
respiratory tract inflammation to respiratory emergency department (ED) visits and
hospital admissions (HA). Across disciplines, short-term O3 exposures induced or were
associated with statistically significant declines in lung function. An equally strong body
of evidence from controlled human exposure and toxicological studies demonstrated Os-
induced inflammatory responses, increased epithelial permeability, and airway
hyperresponsiveness. Toxicological studies provided additional evidence for O;-induced
impairment of host defenses. Combined, these findings from experimental studies
provided support for epidemiologic evidence, in which short-term O3 exposure was



consistently associated with increases in respiratory symptoms and asthma medication
use in asthmatic children, respiratory-related hospital admissions, and asthma-related ED
visits. Although O3 was consistently associated with nonaccidental and cardiopulmonary
mortality, the contribution of respiratory causes to these findings was uncertain. The
combined evidence across disciplines supports a causal relationship between short-
term O; exposure and respiratory effects.

Doctor visits, school absences t

Respiratory symptoms, medication use,
asthma attacks

Lung function decrements, inflammation and increased
permeability, susceptibility to infection

Proportion of Population Affected

Figure 1-2 The continuum of respiratory effects, noting increases in severity
but decreases in the proportion of the population affected moving
up the pyramid.

Recent evidence for a relationship between long-term O3 exposure and respiratory
morbidity comes from a single cohort demonstrating associations between long-term
measures of Oz exposure and new-onset asthma in children and increased respiratory



symptom effects in asthmatics. While the evidence may be limited, this multi-community
cohort demonstrates that asthma risk is affected by interactions between genetic
variability, environmental O; exposure, and behavior. Other recent studies provide
coherent evidence for long-term Os exposure and respiratory morbidity effects such as
first asthma hospitalization and respiratory symptoms in asthmatics. Generally, the
epidemiologic and toxicological evidence provides a compelling case for a relationship
between long-term exposure to ambient O; and respiratory morbidity. The evidence for
effects of short-term exposure to O3 on respiratory endpoints provides coherence and
biological plausibility for the effects of long-term exposure to Os. Building upon
evidence from studies of short-term exposure, the more recent epidemiologic evidence,
combined with toxicological studies in rodents and non-human primates, provides
biologically plausible evidence that there is likely to be a causal relationship between

long-term exposure to Oz and respiratory health effects.

1.6.2

Mortality Effects

The last review concluded that the overall body of evidence was highly suggestive that
short-term exposure to O directly or indirectly contributes to non-accidental and
cardiopulmonary-related mortality; but that additional research was needed to more fully
establish underlying mechanisms by which such effects occur. The evaluation of new
multicity studies that have examined the association between short-term O3 exposure and
mortality found evidence which supports the conclusions of the last review. These recent
studies reported consistent positive associations between short-term O3 exposure and
total (nonaccidental) mortality, with associations being stronger during the warm season.
They also added support for associations between O3 exposure and cardiovascular
mortality being similar to or stronger than those between O3 exposure and respiratory
mortality. Additionally, these new studies examined previously identified areas of
uncertainty in the O;-mortality relationship, and provide evidence that continues to
support an association between short-term O3 exposure and mortality. The body of
evidence indicates that there is likely to be a causal relationship between short-term
exposures to Oz and mortality.

1.6.3

Emerging Evidence

In the last review, completed in 2006, there were a number of health effects for which an
insufficient amount of evidence existed to adequately characterize the relationships with
exposure to Oz. However, recent evidence indicates that O; may impart health effects



through exposure durations and biological mechanisms not previously considered. This
includes:

= Toxicological studies provide evidence for cardiovascular morbidity, while

epidemiologic studies provide evidence for cardiovascular mortality, and
together, this evidence is suggestive of a causal relationship for both

relevant short- and long-term exposures to O3 and cardiovascular effects.

Recent toxicological studies add to earlier evidence that short- and long-term
exposures to O; can produce a range of effects on the central nervous system
and behavior. The single epidemiologic study conducted showed that long-
term exposure to O affects memory in humans as well. Together the evidence
from studies of short- and long-term exposure to O; is suggestive of a causal
relationship between O; exposure and adverse central nervous system
effects.

There is limited though positive toxicological evidence for Os-induced
developmental effects. Limited epidemiologic evidence exists for an
association with O; concentration and decreased sperm concentration and
associations with reduced birth weight and restricted fetal growth. Overall, the
evidence is suggestive of a causal relationship between long-term
exposures to O3 and reproductive and developmental effects.

Several recent studies provide evidence of an association between long-term
exposure to O3z and mortality, especially respiratory mortality. Collectively,
the evidence is suggestive of a causal relationship between long-term Og
exposures and mortality.

164

Populations at Increased Risk

The examination of populations potentially at increased risk for O3 exposure allows for
the NAAQS to provide an adequate margin of safety for both the general population and

for sensitive populations. Some studies attempt to identify populations that are at

increased risk for Os-related health effects; these studies do so by examining groups
within the study population, such as those with an underlying health condition or genetic

polymorphism; categories of age, race, or sex; or by developing animal models that
mimic the conditions associated with an adverse health effect. Such studies have

identified a multitude of factors that could potentially contribute to whether an individual
is at increased risk for Os-related health effects. The populations identified that are most
at risk for Os-related health effects are individuals with influenza/infection, individuals

with asthma, and older age groups. Other potential factors, including preexisting



conditions such as chronic obstructive pulmonary disease and cardiovascular disease,
young age, sex, and variations in multiple genes (such as GSTM1, GSTP1, HMOX-1,
NQO1, and TNF-¢a), appear related to susceptibility, but further evidence is needed.

1.6.5 Ozone Concentration-Response Relationship

An important consideration in characterizing the association of O; with morbidity and
mortality is the shape of the concentration-response relationship across the O,
concentration range. In this ISA, studies have been identified that attempt to characterize
the shape of the O; concentration-response curve along with possible O; “thresholds”
(i.e., Oz levels which must be exceeded in order to elicit a physiological response). These
studies have indicated a generally linear concentration-response function with no
indication of a threshold for O; concentrations greater than 30 or 40 ppb, thus if a
threshold exists, it is likely at the lower end of the range of ambient O; concentrations.

1.7 Integration of Effects on Vegetation and Ecosystems

The ISA presents the most policy-relevant information pertaining to the review of the
NAAQS for the effects of O3 on vegetation and ecosystems. It integrates key findings
about plant physiology, biochemistry, whole plant biology, ecosystems and exposure-
response relationships. The welfare effects of O3 can be observed across spatial scales,
starting at the cellular and subcellular level, then the whole plant and finally, ecosystem-
level processes. Ozone effects at small spatial scales, such as the leaf of an individual
plant, can result in effects at a continuum of larger spatial scales. These effects include
altered rates of leaf gas exchange, growth and reproduction at the individual plant level
and can result in changes in ecosystems, such as productivity, C storage, water cycling,
nutrient cycling, and community composition. The conclusions from the previous
NAAQS review and the causality determinations from this review are summarized in the
table below. Further discussion of these conclusions is provided below for visible foliar
injury, growth, productivity, and carbon storage, reduced yield and quality of agricultural
crops, water cycling, below-ground processing, community composition, and O
exposure-response relationships; discussion for all relevant welfare effects is provided in
the ISA.



Table 1-2 Summary of ozone causal determination for welfare effects

Vegetation and Conclusions from

Conclusions from Previous Review 2011 2nd Draft
Ecosystem Effects
ISA
Visible Foliar Injury Data published since the 1996 O3 AQCD strengthen previous conclusions that there is Causal Relationship
Effects on Vegetation strong evidence that current ambient O3 concentrations cause impaired aesthetic quality of
many native plants and trees by increasing foliar injury.

Reduced Vegetation Data published since the 1996 O; AQCD strengthen previous conclusions that there is Causal Relationship
Growth strong evidence that current ambient O3 concentrations cause decreased growth and

biomass accumulation in annual, perennial and woody plants, including agronomic crops,
annuals, shrubs, grasses, and trees.

Reduced Productivity in ~ There is evidence that O3 is an important stressor of ecosystems and that the effects of ~Causal Relationship
Terrestrial Ecosystems O3 on individual plants and processes are scaled up through the ecosystem, affecting net

primary productivity.
Reduced Carbon (C) Limited studies from previous review Likely to be a Causal
Sequestration in Relationship
Terrestrial Ecosystems
Reduced Yield and Data published since the 1996 O3 AQCD strengthen previous conclusions that there is Causal Relationship
Quality of Agricultural strong evidence that current ambient O3 concentrations cause decreased yield and/or
Crops nutritive quality in a large number of agronomic and forage crops.
Alteration of Terrestrial Ecosystem water quantity may be affected by O3 exposure at the landscape level. Likely to be a Causal
Ecosystem Water Cycling Relationship
Alteration of Below- Ozone-sensitive species have well known responses to O3 exposure, including altered C  Causal Relationship
ground Biogeochemical  allocation to below-ground tissues, and altered rates of leaf and root production, turnover,
Cycles and decomposition. These shifts can affect overall C and N loss from the ecosystem in terms

of respired C, and leached aqueous dissolved organic and inorganic C and N.

Alteration of Terrestrial Ozone may be affecting above- and below -ground community composition through impacts  Likely to be a Causal
Community Composition  on both growth and reproduction. Significant changes in plant community composition  Relationship
resulting directly from O3 exposure have been demonstrated.

1.7.1 Visible Foliar Injury

Visible foliar injury resulting from exposure to O; has been well characterized and
documented over several decades on many tree, shrub, herbaceous and crop species.
Ozone-induced visible foliar injury symptoms on certain plant species are considered
diagnostic of exposure to Os, as experimental evidence has clearly established a
consistent association, with greater exposure often resulting in greater and more
prevalent injury. Additional sensiptive species showing visible foliar injury continue to
be identified from field surveys and verified in controlled exposure studies. Overall,
evidence is sufficient to conclude that there is a causal relationship between

ambient O3 exposure and the occurrence of Os-induced visible foliar injury on
sensitive vegetation across the U.S.



1.7.2

Growth, Productivity, Carbon Storage and Agriculture

Ambient O3 concentrations have long been known to cause decreases in photosynthetic
rates and plant growth. The Os-induced effects at the plant scale may translate to the
ecosystem scale, and cause changes in productivity and C storage. The effects of O
exposure on photosynthesis, growth, biomass allocation, ecosystem production and
ecosystem C sequestration were reviewed for natural ecosystems, and crop productivity
and crop quality were reviewed for agricultural ecosystems. There is strong and
consistent evidence that ambient concentrations of O; decrease plant photosynthesis and
growth in numerous plant species across the U.S. Studies conducted during the past four
decades have also demonstrated unequivocally that O, alters biomass allocation and plant
reproduction. Studies at the leaf and plant scales showed that O reduced photosynthesis
and plant growth, providing coherence and biological plausibility for the reported
decreases in ecosystem productivity. In addition to primary productivity, other indicators
such as net ecosystem CO, exchange and C sequestration were often assessed by
modeling studies. Model simulations consistently found that O; exposure caused
negative impacts on those indicators, but the severity of these impacts was influenced by
multiple interactions of biological and environmental factors. Although Os generally
causes negative effects on ecosystem productivity, the magnitude of the response varies
among plant communities. Overall, evidence is sufficient to conclude that there is a
causal relationship between O3 exposure and reduced plant growth and

productivity, and a likely causal relationship between O3 exposure and reduced
carbon sequestration in terrestrial ecosystems.

The detrimental effect of O; on crop production has been recognized since the 1960'’s,
and current O; concentrations across the U.S. are high enough to cause yield loss for a
variety of agricultural crops including, but not limited to, soybean, wheat, potato,
watermelon, beans, turnip, onion, lettuce, and tomato. Continued increases in O3
concentration may further decrease yield in these sensitive crops while also initiating
yield losses in less sensitive crops. Research has linked increasing O; concentration to

decreased photosynthetic rates and accelerated senescence, which are related to yield.
Evidence is sufficient to conclude that there is a causal relationship between O3
exposure and reduced yield and quality of agricultural crops.

1.7.3

Water Cycling

Ozone can affect water use in plants and ecosystems through several mechanisms
including damage to stomatal functioning and loss of leaf area. Possible mechanisms for



O3 exposure effects on stomatal functioning include the build-up of CO, in the
substomatal cavity, impacts on signal transduction pathways and direct O; impact on
guard cells. Regardless of the mechanism, O; exposure has been shown to alter stomatal
performance, which may affect plant and stand transpiration and therefore may affect
hydrological cycling. Although the direction of the response differed among studies, the

evidence is sufficient to conclude that there is likely to be a causal relationship
between O; exposure and the alteration of ecosystem water cycling.

1.7.4

Below Ground Processes

Below-ground processes are tightly linked with above-ground processes. The responses
of above-ground process to Oz exposure, such as reduced photosynthetic rates, increased
metabolic cost, and reduced root C allocation, have provided biologically plausible
mechanisms for the alteration of below-ground processes. These include altered quality
and quantity of C input to soil, microbial community composition, and C and nutrient
cycling. The evidence is sufficient to conclude that there is a causal relationship
between O; exposure and the alteration of below-ground biogeochemical cycles.

1.7.5

Community Composition

Ozone exposure changes competitive interactions and leads to loss of Os-sensitive
species or genotypes. Studies at the plant level found that the severity of O; damage to
growth, reproduction and foliar injury varied among species, which provided the
biological plausibility for the alteration of community composition. For example, there is
a tendency for O3 exposure to shift the biomass of grass-legume mixtures in favor of
grass species. Ozone exposure not only altered community composition of plant species,
but also microorganisms: research since the last review has shown that O; can also alter
community composition and diversity of soil microbial communities. Shifts in
community composition of bacteria and fungi have been observed in both natural and
agricultural ecosystems, although no general patterns could be identified. The evidence

is sufficient to conclude that there is likely a causal relationship between O3
exposure and the alteration of community composition.

1.7.6

Ozone Exposure-Response Relationships

Previous reviews of the NAAQs have included exposure-response functions for the yield
of many crop species, and for the biomass accumulation of tree species. They were based



on large-scale experiments designed to obtain clear exposure-response data, and are
updated in this ISA by using the W126 metric to quantify exposure. In recent years,
extensive exposure-response data obtained in more naturalistic settings have become
available for yield of soybean and growth of aspen. This ISA validates the exposure-
response median functions based on previous data by comparing their predictions with
the newer observations. The functions supply very accurate predictions of effects in
naturalistic settings. Recent meta-analyses of large sets of crop and tree studies do not
give rise to exposure-response functions, but their results are consistent with the
functions presented in the ISA. It is important to note that although these median
functions provide reliable models for groups of species or group of genotypes within a
species, the original data and recent results consistently show that some species, and
within species and some genotypes within species are much more severely affected by
exposure to Os.

1.8 The Role of Tropospheric Ozone in Climate Change and UV-B
Effects

Atmospheric O; plays an important role in the Earth’s energy budget by interacting with
incoming solar radiation and outgoing infrared radiation. Tropospheric O; makes up only
a small portion of the total column of Os, but it has important incremental effects on the
overall radiation budget. Therefore, perturbations in tropospheric O; concentrations can
have direct effects on climate and indirect effects on health, ecology and welfare by
shielding the earth’s surface from solar ultraviolet (UV) radiation.

Ozone is an important greenhouse gas, and increases in its abundance in the troposphere
may contribute to climate change. Models calculate that the global burden of tropospheric
O; has doubled since the preindustrial era, while observations indicate that in some
regions Oz may have increased by factors as great as 4 or 5. These increases are tied to
the rise in emissions of O3 precursors from human activity, mainly fossil fuel
consumption and agricultural processes.
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Schematic illustrating the effects of tropospheric O3 on climate.

Figure 1-3 shows the main steps involved in the influence of tropospheric O; on climate.
Emissions of O; precursors lead to production of tropospheric Os. A change in the
abundance of tropospheric O perturbs the radiative balance of the atmosphere, an effect
quantified by the radiative forcing (RF) metric. The earth-atmosphere-ocean system
responds to the radiative forcing with a climate response, typically expressed as a change
in surface temperature. Finally, the climate response causes downstream climate-related
health and ecosystem impacts. Feedbacks from both the climate response and
downstream impacts can, in turn, affect the abundance of tropospheric O3 and O,
precursors through multiple feedback mechanisms as indicated in the figure.

UV radiation emitted from the Sun contains sufficient energy when it reaches the Earth to
have damaging effects on living organisms and materials. Atmospheric Os plays a crucial
role in reducing exposure to UV radiation at the Earth’s surface. Ozone in the
stratosphere is responsible for the majority of this shielding, but O in the troposphere
provides supplemental shielding of UV radiation in the mid-wavelength range (UV-B),
thereby influencing human and ecosystem health.



The conclusions from the previous NAAQS review and the causality determinations from
this review relating climate change and UV-B effects are summarized in the table below,
with details provided in the ISA.

Table 1-3

Summary of ozone causal determination for climate change and
UV-B effects

Effects

Conclusions from

Conclusions from Previous Review 2011 2nd Draft ISA

Radiative Forcing

Climate forcing by O3 at the regional scale may be its most important impact on climate.  Causal Relationship

Climate Change

While more certain estimates of the overall importance of global-scale forcing due to Likely to be a Causal
tropospheric O3 await further advances in monitoring and chemical transport modeling,  Relationship

the overall body of scientific evidence suggests that high concentrations of O3 on the

regional scale could have a discernable influence on climate, leading to surface

temperature and hydrological cycle changes.

UV-B Related Healthand ~ UV-B has not been studied in sufficient detail to allow for a credible health benefits Inadequate to Determine if
Welfare Effects assessment. In conclusion, the effect of changes in surface-level O; concentrations on  a Causal Relationship
UV-induced health outcomes cannot yet be critically assessed within reasonable Exists
uncertainty.

1.9 Conclusion

The clearest evidence for human health effects associated with exposure to O; is
provided by studies of respiratory effects. Collectively, there is a very large amount of
evidence spanning several decades in support of a causal association between exposure to
O; and a continuum of respiratory effects. The majority of this evidence is derived from
studies investigating short-term O3 exposure (i.e., hours to weeks), although animal
toxicological studies and recent epidemiologic evidence demonstrate that long-term
exposure (i.e., months to years) may also be detrimental to the respiratory system.
Additionally, consistent positive associations between short-term O5 exposure and total
(nonaccidental) mortality have helped to resolve previously identified areas of
uncertainty in the Os-mortality relationship, indicating that there is likely to be a causal
relationship between short-term exposures to O; and all-cause mortality. Recent
evidence is suggestive of a causal relationship between long-term O3 exposures and
mortality. The evidence for these health effects indicates that the relationship between
concentration and response is linear within concentrations present in the U.S., with no
indication of a threshold of O; concentrations under which no effect would be observed.
The populations identified as being most at risk for Os-related health effects are
individuals with influenza/infection, individuals with asthma, and older age groups.



There has been over 40 years of research on the effects of Oz exposure on vegetation and
ecosystems. The best evidence for effects is from controlled exposure studies. These
studies have clearly shown that exposure to O; is causally linked to visible foliar injury,
decreased photosynthesis, changes in reproduction, and decreased growth. Recently,
studies at larger spatial scales support the results from controlled studies and indicate that
ambient O3 exposures can affect ecosystem productivity, crop yield, water cycling, and
ecosystem community composition. And on a global scale, tropospheric Oy is the third
most important greenhouse gas, playing an important role in climate change.
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INTEGRATIVE SUMMARY

This Integrated Science Assessment (ISA) forms the scientific foundation for the review
of the national ambient air quality standards (NAAQS) for ozone (Os). The ISAis a
concise evaluation and synthesis of the most policy-relevant science, and it
communicates critical science judgments relevant to the review of the NAAQS for Os.
The ISA accurately reflects “the latest scientific knowledge useful in indicating the kind
and extent of identifiable effects on public health which may be expected from the
presence of [a] pollutant in ambient air” (CAA, 1990a). Key information and judgments
contained in prior Air Quality Criteria Documents (AQCD) for Os are incorporated into
this assessment. Additional details of the pertinent scientific literature published since the
last review, as well as selected older studies of particular interest, are included. This ISA
thus serves to update and revise the evaluation of the scientific evidence available at the
time of the completion of the 2006 O; AQCD. The current primary Os standard includes
an 8-hour (h) average (avg) standard set at 75 parts per billion (ppb). The secondary
standard for Os is set equal to the primary standard. Further information on the legislative
and historical background for the O; NAAQS is contained in the Preface to this ISA.

This chapter summarizes and synthesizes the newly available scientific evidence and is
intended to provide a concise synopsis of the ISA conclusions and findings that best
inform consideration of the policy-relevant questions that frame this assessment
(presented in Section 2.1). It includes:

= An integration of the evidence on the health effects associated with short- and
long-term exposure to O3, discussion of important uncertainties identified in
the interpretation of the scientific evidence, and an integration of health
evidence from the different scientific disciplines and exposure durations.

= An integration of the evidence on the ecological and welfare effects associated
with exposure to O, and discussion of important uncertainties identified in the
interpretation of the scientific evidence.

= Discussion of policy-relevant considerations, such as potentially at-risk
populations and concentration-response relationships.

2.1 Policy-Relevant Questions for O3 NAAQS Review

The draft Integrated Review Plan for the Ozone National Ambient Air Quality Standards
(IRP) (U.S. EPA, 2009c) identified key policy-relevant questions that provide a
framework for this assessment of the scientific evidence. These questions frame the entire
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review of the NAAQS for O3 and thus are informed by both science and policy
considerations. The ISA organizes, presents, and integrates the scientific evidence which
is considered along with findings from risk analyses and policy considerations to help the
U.S. Environmental Protection Agency (EPA) address these questions during the
NAAQS review. In evaluating the health evidence, the focus of this assessment is on
scientific evidence that is most relevant to the following questions taken directly from the
Integrated Review Plan:

To what extent has new scientific information become available that alters or
substantiates our understanding of the health effects associated with various
time periods of exposure to ambient O3, including short-term (1-3 hours),
prolonged (6-8 hours), and chronic (months to years) exposures?

To what extent has new scientific information become available that alters or
substantiates our understanding of the health effects of O5 on at-risk
populations, including those with potentially increased susceptibility such as
children and disadvantaged populations?

To what extent has new scientific information become available that alters or
substantiates conclusions from previous reviews regarding the plausibility of
adverse health effects caused by O3 exposure?

At what levels of Oz exposure are health effects observed? Is there evidence of
effects at exposure levels lower than those previously observed, and what are
the important uncertainties associated with that evidence? What is the nature
of the exposure-response relationships of O3 for the various health effects
evaluated?

To what extent has new scientific information become available that alters or
substantiates our understanding of non-Os-exposure factors that might
influence the associations between O3 levels and health effects being
considered (e.g., weather-related factors; behavioral factors such as heating/air
conditioning use; driving patterns; and time-activity patterns)?

To what extent do risk and/or exposure analyses suggest that exposures of
concern for Os-related health effects are likely to occur with current ambient
levels of O3 or with levels that just meet the O3 standard? Are these
risks/exposures of sufficient magnitude such that the health effects might
reasonably be judged to be important from a public health perspective? What
are the important uncertainties associated with these risk/exposure estimates?

To what extent have important uncertainties identified in the last rulemaking
been addressed and/or have new uncertainties emerged?
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In evaluating the welfare evidence, the available scientific evidence will focus on key
policy-relevant issues by addressing a series of questions including the following:

To what extent has new scientific information become available that alters or
substantiates our understanding of the effects on vegetation and other welfare
effects following exposures to levels of O3 found in the ambient air?

To what extent has new scientific information become available to inform our
understanding of the nature of the exposures that are associated with such
effects in terms of biologically relevant cumulative, seasonal exposure
indices?

To what extent has new scientific information become available that alters or
substantiates our understanding of the effects of O3 on sensitive plant species,
ecological receptors, or ecosystem processes?

To what extent has new scientific information become available that alters or
substantiates our understanding of exposure factors other than O3 that might
influence the associations between O3 levels and welfare effects being
considered (e.g., site specific features such as elevation, soil moisture level,
presence of co-occurring competitors, pests, pathogens, other pollutant
stressors, weather-related factors)?

To what extent has new scientific information become available that alters or
substantiates conclusions regarding the occurrence of adverse welfare effects
at levels of Os as low as or lower than those observed previously? What is the
nature of the exposure-response relationships of O3 for the various welfare
effects evaluated?

Given recognition in the last review that the significance of Os-induced effects
to the public welfare depends in part on the intended use of the plants or
ecosystems on which those effects occurred, to what extent has new scientific
evidence become available to suggest additional locations where the
vulnerability of sensitive species or ecosystems would have special
significance to the public welfare and should be given increased focus in this
review?

To what extent do risk and/or exposure analyses suggest that exposures of
concern for Os-related welfare effects are likely to occur with current ambient
levels of O3 or with levels that just meet the O; standard? Are these
risks/exposures of sufficient magnitude such that the welfare effects might
reasonably be judged to be important from a public welfare perspective? What
are the important uncertainties associated with these risk/exposure estimates?
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= To what extent have important uncertainties identified in the last review been
addressed and/or have new uncertainties emerged?

= To what extent does newly available information reinforce or call into
guestion any of the basic elements of the current O; standard?

ISA Development and Scope

EPA has a developed a robust, consistent, and transparent process for evaluating the
scientific evidence and drawing conclusions and causal judgments regarding air
pollution-related health and environmental effects. The ISA development process
includes literature search strategies, criteria for selecting and evaluating studies,
approaches for evaluating weight of the evidence, and a framework for making causality
determinations. The process and causality framework are described in more detail in the
Preamble to the ISA [website]. This section provides a brief overview of the process for
development of this ISA.

EPA initiated the current review of the NAAQS for O; on September 29, 2008, with a
call for information from the public (U.S. EPA, 2008f). Literature searches were
conducted routinely to identify studies published since the last review, focusing on
studies published from 2005 (close of previous scientific assessment) through July 2011.
References that were considered for inclusion in this ISA can be found using the HERO
website (http://hero.epa.gov/ozone). This site contains HERO links to lists of references
that are cited in the ISA, as well as those that were considered for inclusion, but not cited
in the ISA, with bibliographic information and abstracts.

This review has endeavored to evaluate all relevant data published since the last review
pertaining to the atmospheric science of Oz, human exposure to ambient Os,
epidemiologic, controlled human exposure, toxicological, and ecological or welfare
effects studies, including studies related to exposure-response relationships, mode(s) of
action (MOA), and understanding of at-risk or susceptible populations for effects of O
exposure. Added to the body of research were EPA’s analyses of air quality and
emissions data, studies on atmospheric chemistry, transport, and fate of these emissions,
as well as issues related to exposure to Os.

Previous AQCDs (U.S. EPA, 2006b, 1996a, b, 1984, 1978a) have included an extensive
body of evidence on both health and ecological effects of O; exposure, as well as an
understanding of the atmospheric chemistry of O; (U.S. EPA, 2006b). In this ISA, the
conclusions and key findings from previous reviews are summarized at the beginning of
each section, to provide the foundation for consideration of evidence from recent studies.
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Results of key studies from previous reviews are included in discussions or tables and
figures, as appropriate, and conclusions are drawn based on the synthesis of evidence
from recent studies with the extensive literature summarized in previous reviews.

The Preamble discusses the general framework for conducting the science assessment
and developing an ISA, including criteria for evaluating studies and developing scientific
conclusions. For selection of epidemiologic studies in the Os ISA, particular emphasis is
placed on those studies most relevant to the review of the NAAQS. Studies conducted in
the United States (U.S.) or Canada are discussed in more detail than those from other
geographical regions, and particular emphasis is placed on: (1) recent multicity studies
that employ standardized analysis methods for evaluating effects of O3 and that provide
overall estimates for effects, based on combined analyses of information pooled across
multiple cities; (2) studies that help understand quantitative relationships between
exposure concentrations and effects; (3) new studies that provide evidence on effects in
susceptible populations; and (4) studies that consider and report Os as a component of a
complex mixture of air pollutants. In evaluating toxicological and controlled human
exposure studies, emphasis is placed on studies using concentrations or doses that are
within about an order of magnitude of ambient O; concentrations. Consideration of issues
important for evaluation of human exposure to ambient O5 include the relationship
between Oz measured at central site monitors and personal exposure to ambient O
environments, since penetration of O; into indoor environments may be limited.

This ISA uses a five-level hierarchy that classifies the weight of evidence for causation:

= Causal relationship

= Likely to be a causal relationship

= Suggestive of a causal relationship

= [nadequate to infer a causal relationship

= Not likely to be a causal relationship

Beyond judgments regarding causality are questions relevant to quantifying health or
environmental risks based on our understanding of the quantitative relationships between
pollutant exposures and health or welfare effects. Once a determination is made regarding
the causal relationship between the pollutant and outcome category, important questions
regarding quantitative relationships include:

= What is the concentration-response or dose-response relationship?

= Under what exposure conditions (dose or concentration, duration and pattern)
are effects observed?
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= What populations appear to be differentially affected i.e., more susceptible to
effects?

= What elements of the ecosystem (e.g., types, regions, taxonomic groups,
populations, functions, etc.) appear to be affected or are more sensitive to
effects?

This chapter summarizes and integrates the newly available scientific evidence that best
informs consideration of the policy-relevant questions that frame this assessment.
Section 2.3 discusses the trends in ambient concentrations and sources of Oz and provides
a brief summary of ambient air quality for short- and long-term exposure durations.
Section 2.4 presents the evidence regarding personal exposure to ambient O; in outdoor
and indoor microenvironments, and it discusses the relationship between ambient O,
concentrations and personal exposure to O3 from ambient sources. Section 2.5 provides a
discussion of the dosimetry and mode of action evidence for O; exposure. Section 2.6
integrates the evidence for studies that examine the health effects associated with short-
and long-term exposure to Oz and discusses important uncertainties identified in the
interpretation of the scientific evidence. Section 2.7 provides a discussion of policy-
relevant considerations, such as potentially at-risk populations, lag structure, and the O,
concentration-response relationship. Section 2.8 integrates the health evidence from the
different scientific disciplines and exposure durations. Finally, Section 2.9 summarizes
the evidence for welfare effects related to O exposure, and Section 2.10 reviews the
literature on the influence of tropospheric O; on climate and exposure to solar ultraviolet
radiation.

2.3 Atmospheric Chemistry and Ambient Concentrations

231

Physical and Chemical Processes

Ozone in the troposphere originates from both anthropogenic (i.e., man-made) and
natural source categories. Ozone attributed to anthropogenic sources is formed in the
atmosphere by photochemical reactions involving sunlight and precursor pollutants
including volatile organic compounds (VOCs), nitrogen oxides (NOx), and carbon
monoxide (CO). Ozone attributed to natural sources is formed through the same
photochemical reactions involving natural emissions of precursor pollutants from
vegetation, microbes, animals, biomass burning, lightning, and geogenic sources. A
schematic overview of the major photochemical cycles influencing Os in the troposphere
and the stratosphere is shown in Figure 2-1. The processes depicted in this figure are
fairly well understood, and were covered in detail in the previous O3 AQCD. The
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formation of O, other oxidants, and oxidation products from these precursors is a
complex, nonlinear function of many factors including: (1) the intensity and spectral
distribution of sunlight; (2) atmospheric mixing; (3) concentrations of precursors in the
ambient air and the rates of chemical reactions of these precursors; and (4) processing on
cloud and aerosol particles.
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Figure 2-1 Schematic overview of photochemical processes influencing
stratospheric and tropospheric ozone.

Ozone is present not only in polluted urban atmospheres but throughout the troposphere,
even in remote areas of the globe. The same basic processes involving sunlight-driven
reactions of NOyx, VOCs and CO contribute to O formation throughout the troposphere.
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These processes also lead to the formation of other photochemical products, such as
peroxyacetyl nitrate, nitric acid, and sulfuric acid, and to other compounds, such as
formaldehyde and other carbonyl compounds. In urban areas, NOx, VOCs and CO are all
important for Oz formation. In nonurban vegetated areas, biogenic VOCs emitted from
vegetation tend to be the most important precursor to Os; formation. In the remote
troposphere, methane — structurally the simplest VOC — and CO are the main carbon-
containing precursors to O formation. Throughout the troposphere, Os is subsequently
lost through a number of gas phase reactions and deposition to surfaces as shown in
Figure 2-1.

Convective processes and turbulence transport Oz and other pollutants both upward and
downward throughout the planetary boundary layer and the free troposphere. In many
areas of the U.S., Os and its precursors can be transported over long distances, aided by
vertical mixing. The transport of pollutants downwind of major urban centers is
characterized by the development of urban plumes. Meteorological conditions, small-
scale circulation patterns, localized chemistry, and mountain barriers can influence
mixing on a smaller scale, resulting in frequent heterogeneous O3 concentrations across
an individual urban area.

Furthermore, the mean tropospheric lifetime of Oz is long enough that it can be
transported from continent to continent and latitudinally around the globe. The degree of
influence from intercontinental transport varies greatly by location and time. For
instance, high elevation sites are most susceptible to the intercontinental transport of
pollution, particularly during spring. Given the nonlinear chemistry involving O3
formation, the task of isolating the influence of intercontinental transport of Oz and O;
precursors on regional air quality is quite complex and the topic of the next section.

2.3.2

Atmospheric Modeling of Background Ozone Concentrations

Background concentrations of O3 have been given various definitions in the literature
over time. In the context of a review of the NAAQS, it is useful to define background Os
concentrations in a way that distinguishes between concentrations that result from
precursor emissions that are relatively less directly controllable from those that are
relatively more directly controllable through U.S. policies. North American (NA)
background O3 can include contributions that result from emissions from natural sources
(e.g., stratospheric intrusion, biogenic methane and more short-lived VOC emissions),
emissions of pollutants that contribute to global concentrations of O3 (e.g., anthropogenic
methane) from countries outside North America. In previous NAAQS reviews, a specific
definition of background concentrations was used and referred to as policy relevant
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background (PRB). In those previous reviews, PRB concentrations were defined by EPA
as those concentrations that would occur in the U.S. in the absence of anthropogenic
emissions in continental North America (CNA), defined here as the U.S., Canada, and
Mexico. For this document, we have focused on the sum of those background
concentrations from natural sources everywhere in the world and from anthropogenic
sources outside CNA. North American background concentrations so defined facilitate
separation of pollution that can be controlled directly by U.S. regulations or through
international agreements with neighboring countries from that which would require more
comprehensive international agreements, such as are being discussed as part of the
United Nations sponsored Convention on Long Range Transboundary Air Pollution Task
Force on Hemispheric Air Pollution. There is no chemical difference between
background O3 and O; attributable to CNA anthropogenic sources, and background
concentrations can contribute to the risk of health effects. However, to inform policy
considerations regarding the current or potential alternative standards, it is useful to
understand how total O; concentrations can be attributed to different source.

Since North American background as defined above is a construct that cannot be directly
measured, the range of background O3 concentrations are estimated using chemistry
transport models (CTMs). The 2006 O3 AQCD provided regional estimates of PRB O,
concentrations based on a coarse resolution (2°x2.5°, or ~200 kmx200 km) GEOS-Chem
model. For the current assessment, updated results from a finer resolution (0.5°%0.667°,
or ~50 kmx50 km) GEOS-Chem model were used. Base-case model performance
evaluations comparing 2006 predicted to observed mean O3 concentrations from March
to August showed general agreement to within ~5 ppb at most (26 out of 28) sites
investigated. Exceptions included over-prediction of mean O3 during the summer at a site
on the Atlantic coast of Florida and under-prediction of mean Os year-round at a site in
Yosemite NP. The finer resolution GEOS-Chem model agrees more closely with
observations in the intermountain West than earlier versions.

The GEOS-Chem model-predicted North American O3 seasonal mean concentrations for
spring and summer, 2006 are shown in Figure 2-2. As can be seen, North American
background concentrations are generally higher in spring than in summer across the U.S.,
with exception in the Southwest where predictions peak in the summer. Highest estimates
are found in the Intermountain West during the spring (less than 47 ppb) and in the
Southwest during the summer (less than 49 ppb). Lowest estimates occur over the East in
the spring (greater than 23 ppb) and over the Northeast in the summer (greater than

15 ppb).
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2.3.3

Monitoring

The federal reference method (FRM) for O; measurement is based on the detection of
chemiluminescence resulting from the reaction of O; with ethylene gas. However, almost
all of the state and local air monitoring stations (SLAMS) that reported data to the EPA’s
Air Quality System (AQS) database from 2005 to 2009 used the federal equivalence
method (FEM) UV absorption photometer. More than 96% of O; monitors met precision
and bias goals during this period.

In 2010, there were 1250 SLAMS O3 monitors reporting data to AQS. Ozone is required
to be monitored at SLAMS during the local “ozone season” which varies by state. In
addition, National Core (NCore) is a new multipollutant monitoring network
implemented to meet multiple monitoring objectives and each state is required to operate
at least one NCore site. The NCore network consists of 60 urban and 20 rural sites
nationwide (See Figure 3-16). The densest concentrations of Os sites are located in
California and the eastern half of the U.S.

Spring Summer

15

Figure 2-2

25 35 45 55 65 75  [ppbv]

Source: Zhang et al. (In Press)

GEOS-Chem modeled U.S. policy relevant background seasonal-
mean surface ozone concentrations in spring (left) and summer
(right), 2006.

The Clean Air Status and Trends Network (CASTNET) is a regional monitoring network
established to assess trends in acidic deposition and also provides concentration
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measurements of O;. CASTNET Oz monitors operate year round and are primarily
located in rural areas; in 2010, there were 80 CASTNET sites reporting O; data to AQS.
The National Park Service (NPS) operates 23 CASTNET sites in national parks and other
Class-I areas, and provided data to AQS from 20 additional Portable Ozone Monitoring
Systems (POMS) in 2010 (See Figure 3-17). Compared to urban-focused monitors, rural-
focused monitors are relatively scarce across the U.S.

234

Ambient Concentrations

Ozone is the only photochemical oxidant other than NO, that is routinely monitored and
for which a comprehensive database exists. Other photochemical oxidants are typically
only measured during special field studies. Therefore, the concentration analyses in
Chapter 3 are limited to widely available O; data obtained directly from AQS for the
period from 2007 to 2009. The median 24-h average, 8-h daily maximum, and 1-h daily
maximum O3 concentrations across all U.S. sites reporting data to AQS between 2007
and 2009 were 29, 40, and 44 ppb, respectively.

To investigate O3 variability in urban areas across the U.S., 20 combined statistical areas
(CSAs) were selected for closer analysis based on their importance in O; epidemiology
studies and on their location. Several CSAs had relatively little spatial variability in 8-h
daily maximum O3 concentrations (e.g., inter-monitor correlations ranging from 0.61 to
0.96 in the Atlanta CSA) while other CSAs exhibited considerably more variability in O
concentrations (e.g., inter-monitor correlations ranging from -0.06 to 0.97 in the

Los Angeles CSA). As a result, caution should be observed in using data from the
network of ambient O; monitors to approximate community-scale exposures.

To investigate O3 variability in rural settings across the U.S., six focus areas were
selected for closer analysis based on the impact of O3 or O3 precursor transport from
upwind urban areas. The selected rural focus area with the largest number of available
AQS monitors was Great Smoky Mountain National Park where the May-September
median 8-h daily maximum O concentration ranged from 47 ppb at the lowest elevation
(564 m) site to 60 ppb at the highest elevation (2,021 m) site. Correlations between sites
within each rural focus area ranged from 0.78 to 0.92. Ozone in rural areas is produced
from emissions of Os precursors emitted directly within the rural areas, from emissions in
urban areas that are processed during transport, and from occasional stratospheric
intrusions. Factors contributing to variations observed within these rural focus areas
include proximity to local O; precursor emissions, local scale circulations related to
topography, and possibly stratospheric intrusions as a function of elevation. In addition,
Os tends to persist longer in rural than in urban areas as a result of less chemical
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scavenging. This results in a more uniform Oz concentration throughout the day and night
without the typical nocturnal decrease in O3 concentration observed in urban areas.
Persistently high Os concentrations observed at many of the rural sites investigated here
indicate that cumulative exposures for humans and vegetation in rural areas can be
substantial and often higher than cumulative exposures in urban areas.

According to the 2010 National Air Quality Status and Trends report (U.S. EPA, 2010e),
05 concentrations have declined over the last decade; with the majority of this decline
occurring before 2004. A noticeable decrease in Oz between 2003 and 2004 coincides
with NOy emissions reductions resulting from implementation of the NOx SIP Call rule,
which began in 2003 and was fully implemented in 2004. This rule was designed to
reduce NOx emissions from power plants and other large combustion sources in the
eastern U.S. As noted in the 2006 O; AQCD, trends in national parks and rural areas are
similar to nearby urban areas, reflecting the regional nature of O; pollution.

Since O3 is a secondary pollutant, it is not expected to be highly correlated with primary
pollutants such as CO and NOy. Furthermore, O3 formation is strongly influenced by
meteorology, entrainment, and transport of both Oz and O3 precursors, resulting in a
broad range in correlations with other pollutants which can vary substantially with
season. Correlations between 8-h daily maximum O; and other criteria pollutants exhibit
mostly negative correlations in the winter and mostly positive correlations in the summer.
The median seasonal correlations are modest at best with the highest positive correlation
at 0.52 for PM, in the summer and the highest negative correlation at -0.38 for PM, 5 in
the winter. As a result, statistical analyses that may be sensitive to correlations between
copollutants need to take seasonality into consideration, especially when Oj; is being
investigated.

2.4 Human Exposure

Ozone is ubiquitous throughout the environment, originating from both natural and
anthropogenic sources. As such, people are routinely exposed to Os as they participate in
normal day-to-day activities. A number of factors affect the pattern of personal O;
exposure. These include: the variation in Oz concentrations at various spatial and
temporal scales; individuals’ activity patterns, particularly time spent outdoors, which
may involve changes in personal behavior to avoid exposure to Os; and infiltration of
ambient O3 into indoor microenvironments, which is driven by air exchange rate.
Similarly, several approaches have been used to measure or quantify exposure to ambient
0s, giving an indication of the impact of these factors. These approaches include
characterizing the correlation and ratio between personal exposure and ambient O
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concentration, determining the ratio between indoor and outdoor concentrations, and
using models to estimate exposure to Oz based on ambient concentrations. Both the
factors affecting the pattern of exposure as well as the type of approaches used for
guantification of exposure may have implications for epidemiologic studies.

Variations in O3 concentrations occur over multiple spatial and temporal scales. Near
roadways, Oz concentrations are reduced due to reaction with NO and other species
(Section 4.3.4.2). Over spatial scales of a few kilometers and away from roads, O; may
be somewhat more homogeneous due to its formation as a secondary pollutant, while
over scales of tens of kilometers, additional atmospheric processing can result in higher
concentrations downwind of an urban area. Although local-scale variability impacts the
magnitude of Oz concentrations, O; formation rates are influenced by factors that vary
over larger spatial scales, such as temperature (Section 3.2), suggesting that urban
monitors may track one another temporally but miss small-scale variability. This
variation in concentrations changes the pattern of exposure people experience as they
move through different microenvironments and affects the magnitude of exposures in
different locations within an urban area.

Another factor that may influence the pattern of exposure is the tendency for people to
avoid Os exposure by altering their behavior (e.g., reducing time spent outdoors) on high-
Os days. Activity pattern has a substantial effect on ambient O; exposure, with time spent
outdoors contributing to increased exposure (Section 4.4.2). Air quality alerts and public
health recommendations induce reductions in outdoor activity on high-O; days among
some populations, particularly for children, older adults, and people with respiratory
problems. Such effects are less pronounced in the general population, possibly due to the
opportunity cost of behavior modification. Preliminary epidemiologic evidence reports
increased asthma hospital admissions among children and older adults when O alert days
were excluded from the analysis of daily hospital admissions and Oz concentrations
(presumably thereby eliminating averting behavior based on high O; forecasts). The
lower rate of admissions observed when alert days were included in the analysis suggests
that estimates of health effects based on dose-response functions which do not account
for averting behavior may be biased towards the null.

Personal exposure to O3 is moderately correlated with ambient Oz concentration, as
indicated by studies reporting correlations generally in the range of 0.3-0.8 (Table 4-2).
To the extent that relative changes in central-site monitor concentration are associated
with relative changes in exposure concentration, this indicates that ambient monitor
concentrations are representative of day-to-day changes in average total personal
exposure and in personal exposure to ambient Oz. The ratio between personal exposure
and ambient concentration varies widely depending on activity patterns, housing
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characteristics, and season. Personal-ambient ratios are typically 0.1-0.3, although
individuals spending substantial time outdoors (e.g., outdoor workers) have shown much
higher ratios (0.5-0.9) (Table 4-3). Thus, applying personal-ambient ratios for outdoor
workers to the general population or susceptible populations spending substantial time
indoors can result in overestimates of the magnitude of personal exposure for these
groups. Some studies report much lower personal-ambient correlations, a result
attributable in part to low air exchange rate and O; concentrations below the sampler
detection limit, conditions often encountered during wintertime. Low correlations may
also occur for individuals or populations spending increased time indoors. Since there are
relatively few indoor sources of O3, indoor O3 concentrations are often substantially
lower than outdoor concentrations due to reactions of O; with indoor surfaces and
airborne constituents (Section 4.3.2). The lack of indoor sources also suggests that
fluctuations in ambient Oz may be primarily responsible for changes in personal
exposure, even under low-ventilation, low-concentration conditions.

The factors affecting exposure patterns and quantification of exposure result in
uncertainty which may contribute to exposure measurement error in epidemiologic
studies. Low personal-ambient correlations are a source of exposure error for
epidemiologic studies, tending to obscure the presence of thresholds, bias effect estimates
toward the null, and widen confidence intervals, and this impact may be more
pronounced among populations spending substantial time indoors. The impact of this
exposure error may tend more toward widening confidence intervals than biasing effect
estimates, since epidemiologic studies evaluating the influence of monitor selection
indicate that effect estimates are similar across different spatial averaging scales and
monitoring sites.

2.5 Dosimetry and Mode of Action

Upon inspiration, Os uptake in the respiratory tract is affected by a number of factors
including respiratory tract morphology, and breathing route, frequency, and volume.
Additionally, physicochemical properties of Os itself and how it is transported, as well as
the physical and chemical properties of the extracellular lining fluid (ELF) and tissue
layers in the respiratory tract can influence Os uptake. Experimental studies and models
have suggested that there are differences between the total absorption of O; from the
inhaled air and the O3 dose reaching the respiratory tract tissues. The total O5 absorption
gradually decreases with distal progression into the respiratory tract. In contrast, the
primary site of O3 delivery to the lung epithelium is believed to be the centriacinar region
or the junction of the conducting airways with the gas exchange region.
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Ozone uptake efficiency is sensitive to a number of factors including tidal volume,
minute volume, breathing frequency, O5; concentration, and exposure time. However, the
greatest source of variability in uptake efficiency is interindividual variability, primarily
due to differences in tracheobronchial volume and thus surface area. An increase in tidal
volume and breathing frequency are both associated with increased physical activity.
These changes and a switch to oronasal breathing during exercise result in deeper
penetration of Os into the lung with a higher absorbed fraction in the upper respiratory
tract, tracheobronchial, and alveolar airways. For these reasons, increased physical
activity acts to move the maximum tissue dose of Os distally in the respiratory tract and
into the alveolar region.

The ELF is a complex mixture of lipids, proteins, and antioxidants that serves as the first
barrier and target for inhaled O3 (see Figure 5-8). Distinct products with diverse reactivity
(i.e., secondary oxidation products), are formed by reactions of Oz with soluble ELF
components or plasma membranes. The thickness of the ELF and that of the mucus layer,
within the ELF, are important determinants of the dose of O to the tissues; a thicker ELF
generally results in a lower dose of Os to the tissues. Additionally, the quenching ability
and the concentrations of antioxidants and other ELF components are determinants of the
formation of secondary oxidation products. These reactions appear to limit interaction of
O, with underlying tissues and to prevent penetration of Os distally into the respiratory
tract.

In addition to contributing to the driving force for O3 uptake, formation of secondary
oxidation products contributes to oxidative stress which may lead to cellular injury and
altered cell signaling in the respiratory tract. Secondary oxidation products initiate
pathways (See Figure 5-9) that provide the mechanistic basis for short- and long-term
health effects described in detail in Chapters 6 and 7. Other key events involved in the
mode of action of Os in the respiratory tract include the activation of neural reflexes,
initiation of inflammation, alterations of epithelial barrier function, sensitization of
bronchial smooth muscle, modification of innate and adaptive immunity, and airway
remodeling. Another key event, systemic inflammation and vascular oxidative/nitrosative
stress, may be critical to the extrapulmonary effects of Oa.

Secondary oxidation products can transmit signals to respiratory tract cells resulting in
the activation of neural reflexes. Nociceptive sensory nerves mediate the involuntary
truncation of respiration, resulting in decreases in lung function (i.e., FVC, FEV4, and
tidal volume), and pain upon deep inspiration. Studies implicate TRPAL receptors on
bronchial C-fibers in this reflex. Another neural reflex involves vagal sensory nerves,
which mediate a mild increase in airways obstruction (i.e., bronchoconstriction)
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following exposure to O3 via parasympathetic pathways. Substance P release from
bronchial C-fibers and the SP-NK receptor pathway may also contribute to this response.

Secondary oxidation products also initiate the inflammatory cascade following exposure
to Os. Studies have implicated eicosanoids, chemokines and cytokines, vascular
endothelial adhesion molecules, and tachykinins in mediating this response.
Inflammation is characterized by airways neutrophilia as well as the influx of other
inflammatory cell types. Recent studies demonstrate a later phase of inflammation
characterized by increased numbers of macrophages, which is mediated by hyaluronan.
Inflammation further contributes to Os-induced oxidative stress.

Alteration of the epithelial barrier function of the respiratory tract also occurs as a result
of Os-induced secondary oxidation product formation. Increased epithelial permeability
may lead to enhanced sensitization of bronchial smooth muscle, resulting in airways
hyperresponsiveness (AHR). Neurally-mediated sensitization also occurs and is mediated
by cholinergic postganglionic pathways and bronchial C-fiber release of substance P.
Recent studies implicate hyaluronan and toll-like receptor 4 (TLR4) signaling in
bronchial smooth muscle sensitization, while older studies demonstrate roles for
eicosanoids, cytokines, and chemokines.

Evidence is accumulating that exposure to O; modifies innate and adaptive immunity
through effects on macrophages, monocytes, and dendritic cells. Enhanced antigen
presentation, adjuvant activity, and altered responses to endotoxin have been
demonstrated. TLR4 signaling contributes to some of these responses. Effects on innate
and adaptive immunity may result in both short- and longer-term consequences related to
the exacerbation and/or induction of asthma and to alterations in host defense.

Airway remodeling has been demonstrated following chronic and/or intermittent
exposure to Oz by mechanisms which are not well understood. However, the TGF-3
signaling pathway has recently been implicated in Os-induced deposition of collagen in
the airways wall. These studies were conducted in adult animal models and their
relevance to effects in humans is unknown.

Evidence is also accumulating that Oz exposure results in systemic inflammation and
vascular oxidative/nitrosative stress. The release of diffusible mediators from the Os-
exposed lung into the circulation may initiate or propagate inflammatory responses in the
vascular or in systemic compartments. This may provide a mechanistic basis for
extrapulmonary effects, such as vascular dysfunction.

Both dosimetric and mechanistic factors contribute to the understanding of inter-
individual variability in response. Inter-individual variability is influenced by variability
in respiratory tract volume and thus surface area, breathing route, certain genetic
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polymorphisms, pre-existing conditions and disease, nutritional status, lifestages,
attenuation, and coexposures. In particular, functional genetic polymorphisms of genes
associated with antioxidant defense have been implicated in Os-mediated health effects.
Pre-existing asthma, allergic airways disease, and obesity modulate immune and
inflammatory responses to Oz. Older adults exhibit diminished spirometric responses to
O; compared with younger adults. Very young individuals may be sensitive to
developmental effects of O3 since studies in animal models demonstrated altered
development of lung and other organ systems.

Some of these factors are also influential in understanding species homology and
sensitivity. Qualitatively, animal models exhibit a similar pattern of tissue dose
distribution for O; with the largest tissue dose delivered to the centriacinar region.
However, due to anatomical and biochemical respiratory tract differences, the actual O3
dose delivered differs between humans and animal models. Animal data obtained in
resting conditions underestimates the dose to the respiratory tract relative to exercising
humans. Further, it should be noted that, with the exception of airways remodeling, the
mechanistic pathways discussed above have been demonstrated in both animals and
human subjects in response to the inhalation of O;. Even though interspecies differences
limit quantitative comparison between species, the short- and long-term functional
responses of laboratory animals to O3 appear qualitatively homologous to those of the
human making them a useful tool in determining mechanistic and cause-effect
relationships with Oz exposure.

Integration of Ozone Health Effects

This section evaluates the evidence from toxicological, controlled human exposure, and
epidemiologic studies that examined the health effects associated with short- and long-
term exposure to Oz and summarizes the main conclusions of this assessment regarding
the health effects of O; and the concentrations at which those effects are observed. The
conclusions from the previous NAAQS review and the causality determinations from this
review are summarized in Table 2-1. The results from the health studies evaluated in
combination with the evidence from atmospheric chemistry and exposure assessment
studies contribute to the causal determinations made for the health outcomes discussed in
this assessment (See Preamble to this document). In the following sections a discussion
of the causal determinations will be presented by exposure duration (i.e., short-term [i.e.,
hours, days, weeks] or long-term [i.e., months to years] exposure) for the health effects
for which sufficient evidence was available to conclude a causal, likely to be causal or
suggestive relationship. This section also integrates the evidence from short- and long-
term exposure studies across scientific disciplines (i.e., controlled human exposure
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studies, toxicology, and epidemiology) in interpreting the health effects evidence that
spans from prenatal development to death.

Table 2-1

Summary of evidence from epidemiologic, controlled human
exposure, and animal toxicological studies on the health effects
associated with short- and long-term exposure to ozone

Health Outcome

Conclusions from 2006 O3 AQCD

Conclusions from 2011 2nd Draft ISA

Short-Term Exposure to O3

Respiratory effects

The overall evidence supports a causal relationship
between acute ambient O; exposures and increased
respiratory morbidity outcomes.

Causal relationship

Lung function

Results from controlled human exposure studies and
animal toxicological studies provide clear evidence of
causality for the associations observed between acute
(= 24 h) O; exposure and relatively small, but
statistically significant declines in lung function
observed in numerous recent epidemiologic studies.
Declines in lung function are particularly noted in
children, asthmatics, and adults who work or exercise
outdoors.

Recent controlled human exposure studies demonstrate
group mean decreases in FEV; in the range of 2 to 3% with
6.6 h exposures to as low as 60 ppb Os. The collective body
of epidemiologic evidence demonstrates associations
between short-term ambient O; exposure and decrements in
lung function, particularly in asthmatics, children, and adults
who work or exercise outdoors.

Airway
hyperresponsiveness

Evidence from human clinical and animal toxicological
studies clearly indicate that acute exposure to O3 can
induce airway hyperreactivity, thus likely placing atopic
asthmatics at greater risk for more prolonged bouts of
breathing difficulties due to airway constriction in
response to various airborne allergens or other
triggering stimuli.

A limited number of studies have observed airway
hyperresponsiveness in rodents and guinea pigs after
exposure to less than 300 ppb Os. As previously reported in
the 2006 O3 AQCD, increased airway responsiveness has
been demonstrated at 80 ppb in young, health adults, and at
50 ppb in certain strains of rats, suggesting a genetic
component.

Pulmonary inflammation,
injury and oxidative
stress

The extensive human clinical and animal toxicological
evidence, together with the limited available
epidemiologic evidence, is clearly indicative of a causal
role for Os in inflammatory responses in the airways.

Epidemiologic studies provided new evidence for
associations of ambient O3 with mediators of airway
inflammation and oxidative stress and indicate that higher
antioxidant levels may reduce pulmonary inflammation
associated with Oz exposure. Generally, these studies had
mean 8-h max O3 concentrations less than 73 ppb.

Respiratory symptoms
and medication use

Young healthy adult subjects exposed in clinical
studies to O3 concentrations = 80 ppb for 6 to 8 h
during moderate exercise exhibit symptoms of cough
and pain on deep inspiration. The epidemiologic
evidence shows significant associations between acute
exposure to ambient Oz and increases in a wide variety
of respiratory symptoms (e.g., cough, wheeze,
production of phlegm, and shortness of breath) and
medication use in asthmatic children.

The collective body of epidemiologic evidence demonstrates
positive associations between short-term exposure to
ambient O; and respiratory symptoms (e.g., cough, wheeze,
production of phlegm, and shortness of breath) in asthmatic
children. Generally, these studies had mean 8-h max O3
concentrations less than 69 ppb.

Lung host defenses
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Toxicological studies provided extensive evidence that
acute O3 exposures as low as 80 to 500 ppb can cause
increases in susceptibility to infectious diseases due to
modulation of lung host defenses. A single controlled
human exposure study found decrements in the ability
of alveolar macrophages to phagocytose
microorganisms upon exposure to 80 to 100 pph Os.
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Recent studies in human subjects demonstrate the
increased expression of cell surface markers and alterations
in sputum leukocyte markers related to innate adaptive
immunity with short-term O3 exposures of 80-400 ppb.
Recent studies demonstrating altered immune responses
and natural killer cell function build on prior evidence that O
can affect multiple aspects of innate and acquired immunity
with short-term Oz exposures as low as 80 ppb.
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Health Outcome

Conclusions from 2006 O; AQCD

Conclusions from 2011 2nd Draft ISA

Allergic and asthma
related responses

Previous toxicological evidence indicated that O3
exposure skews immune responses toward an allergic
phenotype, and enhances the development and
severity of asthma-related responses such as AHR.

Recent studies in human subjects demonstrate enhanced
allergic cytokine production in atopic individuals and
asthmatics, increased IgE receptors in atopic asthmatics,
and enhanced markers of innate immunity and antigen
presentation in health subjects or atopic asthmatics with
short-term exposure to 80-400 ppb O, all of which may
enhance allergy and/or asthma. Further evidence for Os-
induced allergic skewing is provided by a few recent studies
in rodents using exposure concentrations as low as

200 ppb.

Hospital admissions, ED
visits, and physician
visits

Aggregate population time-series studies observed that
ambient O; concentrations are positively and robustly
associated with respiratory-related hospitalizations and

asthma ED visits during the warm season.

Strong evidence demonstrated associations of ambient O
with respiratory hospital admissions and ED visits in the
U.S., Europe, and Canada with supporting evidence from
single city studies. Generally, these studies had mean 8-h
max Os concentrations less than 60 ppb.

Respiratory Mortality

Aggregate population time-series studies specifically
examining mortality from respiratory causes were

limited in number and showed inconsistent

associations between acute exposure to ambient O
exposure and respiratory mortality.

Recent multicity time-series studies and a multicontinent
study consistently demonstrated associations between
ambient O; and respiratory-related mortality visits across the
U.S., Europe, and Canada with supporting evidence from
single city studies. Generally, these studies had mean 8-h
max O3 concentrations less than 63 ppb.

Cardiovascular effects

The limited evidence is highly suggestive that O3
directly and/or indirectly contributes to cardiovascular-
related morhidity, but much remains to be done to
more fully substantiate the association.

Suggestive of a Causal Relationship

Central nervous system
effects

Toxicological studies report that acute exposures to Os
are associated with alterations in neurotransmitters,
motor activity, short- and long-term memory, sleep
patterns, and histological signs of neurodegeneration.

Suggestive of a Causal Relationship

Mortality

The evidence is highly suggestive that O3 directly or

indirectly contributes to non-accidental and

cardiopulmonary-related mortality.

Likely to be a Causal Relationship

Long-term Exposure to Os

Respiratory effects

The current evidence is suggestive but inconclusive for
respiratory health effects from long-term O exposure.

Likely to be a Causal Relationship

New onset asthma

No studies at this time.

Evidence for a relationship between different genetic
variants (HMOX, GST, ARG) that, in combination with O3
exposure, are related to new onset asthma. These results
were observed when subjects living in areas where the
mean annual 8-h max O3 concentration was 55.2 ppb,
compared to those who lived where it was 38.4 ppb.

Asthma hospital
admissions

No studies at this time.

Chronic O3 exposure was related to first childhood asthma
hospital admissions in a positive concentration-response
relationship. Generally, these studies had mean annual 8-h
max O3 concentrations less than 41 ppb.

Pulmonary structure and
function

Epidemiologic studies observed that reduced lung

function growth in children was associated with

seasonal exposure to Os; however, cohort studies of
annual or multiyear Oz exposure observed little clear
evidence for impacts of longer-term, relatively low-level
O3 exposure on lung function development in children.
Animal toxicological studies reported chronic Oz-
induced structural alterations in several regions of the
respiratory tract including the centriacinar region.
Morphologic evidence from studies using exposure
regimens that mimic seasonal exposure patterns report
increased lung injury compared to conventional chronic

stable exposures.

Evidence for pulmonary function effects is inconclusive, with
some new epidemiologic studies (mean annual 8-h max O3
concentrations less than 65 ppb). Information from
toxicological studies indicates that long-term maternal
exposure during gestation (100 ppb) or development (500
ppb) can result in irreversible morphological changes in the
lung, which in turn can influence pulmonary function.

Pulmonary inflammation,
injury and oxidative
stress

Extensive human clinical and animal toxicological
evidence, together with limited epidemiologic evidence
available, suggests a causal role for O3 in inflammatory

responses in the airways.
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Several epidemiologic studies (mean 8-h max O
concentrations less than 69 ppb) and toxicology studies (as
low as 500 ppb) add to observations of Os-induced
inflammation and injury.
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Health Outcome Conclusions from 2006 O; AQCD Conclusions from 2011 2nd Draft ISA

Lung host defenses

Toxicological studies provided evidence that chronic O3 Consistent with decrements in host defenses observed in
exposure as low as 100 ppb can cause increases in rodents exposed to 100 ppb Os, recent evidence
susceptibility to infectious diseases due to modulation ~ demonstrates a decreased ability to respond to pathogenic
of lung host defenses, but do not cause greater effects  signals in infant monkeys exposed to 500 ppb Os.

on infectivity than short exposures.

Allergic responses

Limited epidemiologic evidence supported an Evidence relates positive outcomes of allergic response and
association between ambient O3 and allergic O3 exposure but with variable strength for the effect
symptoms. Little if any information was available from  estimates; exposure to Oz may increase total IgE in adult
toxicological studies. asthmatics. Allergic indicators in monkeys were increased by

exposure to Oz concentrations of 500 ppb.

Respiratory mortality

Studies of cardio-pulmonary mortality were insufficient A single study demonstrated that exposure to O (long-term
to suggest a causal relationship between chronic O mean O; less than 104 ppb) elevated the risk of death from
exposure and increased risk for mortality in humans. respiratory causes and this effect was robust to the inclusion

of PM, .
Cardiovascular Effects No studies at this time. Suggestive of a Causal Relationship
Reproductive and Limited evidence for a relationship between air Suggestive of a Causal Relationship

developmental effects

pollution and birth-related health outcomes, including
mortality, premature births, low birth weights, and birth
defects, with little evidence being found for O; effects.

Central nervous system Toxicological studies reported that acute exposures to  Suggestive of a Causal Relationship

effects

O; are associated with alterations in neurotransmitters,
motor activity, short and long term memory, sleep
patterns, and histological signs of neurodegeneration.
Evidence regarding chronic exposure and
neurobehavioral effects was not available.

Cancer

Little evidence for a relationship between chronic O Inadequate to infer a Causal Relationship
exposure and increased risk of lung cancer.

Mortality

There is little evidence to suggest a causal relationship  Suggestive of a Causal Relationship
between chronic Oz exposure and increased risk for
mortality in humans.

26.1

Respiratory Effects

The clearest evidence for health effects associated with exposure to Os is provided by
studies of respiratory effects. Collectively, there is a vast amount of evidence spanning
several decades that supports a causal association between exposure to Oz and a
continuum of respiratory effects (Figure 2-3). The majority of this evidence is derived
from studies investigating short-term exposure (i.e., hours to weeks) to Os, although
animal toxicological studies and recent epidemiologic evidence demonstrate that long-
term exposure (i.e., months to years) may also be detrimental to the respiratory system.

The 2006 O; AQCD concluded that there was clear, consistent evidence of a causal
relationship between short-term exposure to Oz and respiratory health effects (U.S. EPA
2006b). This causal association was substantiated by the coherence of effects observed
across controlled human exposure, epidemiologic, and toxicological studies indicating
associations of short-term O3 exposures with a range of respiratory health endpoints from
respiratory tract inflammation to respiratory emergency department (ED) visits and
hospital admissions. Across disciplines, short-term Oz exposures induced or were
associated with statistically significant declines in lung function. An equally strong body
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of evidence from controlled human exposure and toxicological studies demonstrated Os-
induced inflammatory responses, increased epithelial permeability, and airway
hyperresponsiveness (both specific and nonspecific). Toxicological studies provided
additional evidence for Os-induced impairment of host defenses. Combined, these
findings from experimental studies provided support for epidemiologic evidence, in
which short-term O3 exposure was consistently associated with increases in respiratory
symptoms and asthma medication use in asthmatic children, respiratory-related hospital
admissions, and asthma-related ED visits. Although Oz was consistently associated with
non-accidental and cardiopulmonary mortality, the contribution of respiratory causes to
these findings was uncertain. The combined evidence across disciplines supports a causal
relationship between short-term O3 exposure and respiratory effects.

Mechanistic evidence for the effects of O3 on the respiratory system was characterized in
the 1996 O3 AQCD, which identified Oz-induced changes in a variety of lung lipid
species whose numerous biologically active metabolites, in turn, can affect host defenses,
lung function, and the immune system. As summarized in Section 2.5 and fully
characterized in Chapter 5, key events in the toxicity pathway of O; have been identified
in humans and animal models. They include activation of neural reflexes, initiation of
inflammation, alteration of epithelial barrier function, sensitization of bronchial smooth
muscle, modification of innate/adaptive immunity, airway remodeling, and systemic
inflammation and oxidative/nitrosative stress.

As demonstrated in Figure 2-3, Oz is associated with a continuum of respiratory effects,
including altered development of the respiratory tract. Recent toxicological studies of
long-term exposure to Oz occurring throughout various lifestages, beginning with
prenatal and early life exposures, provide novel evidence for effects on the development
of the respiratory system, including ultrastructural changes in bronchiole development,
effects on the developing immune system, and increased offspring airway hyper-
reactivity (Section 7.4.7. The strongest evidence for Os-induced effects on the developing
lung comes from a series of experiments using infant rhesus monkeys episodically
exposed to 500 ppb O; for approximately 5 months, starting at one month of age.
Functional changes in the conducting airways of infant rhesus monkeys exposed to either
O; alone or O3 + antigen were accompanied by a number of cellular and morphological
changes. In addition to these functional and cellular changes, significant structural
changes in the respiratory tract were observed. Importantly, the Os-induced structural
pathway changes persisted after recovery in filtered air for six months after cessation of
the O3 exposures. Exposure to O3 has also been associated with similar types of
alterations in pulmonary structure, including airway remodeling and pulmonary injury
and increased permeability, in all adult laboratory animal species studied, from rats to
monkeys (U.S. EPA, 1996a).
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Figure 2-3

Snapshot of evidence for the association of O3 with the continuum
of respiratory effects, including sub-clinical effects (bottom level of
the pyramid) and clinical effects, increasing in severity moving up

the pyramid.
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In addition to effects on the development and structure of the respiratory tract, there is
extensive evidence for the effects of short-term exposure to Oz on pulmonary
inflammation and oxidative stress. Previous evidence from controlled human exposure
studies indicated that O3 causes an inflammatory response in the lungs (U.S. EPA
1996a). This inflammatory response to O; was detected after a single 1-h exposure with
exercise to O3 concentrations of 300 ppb; the increased levels of some inflammatory cells
and mediators persisted for at least 18 hours. Toxicological studies provided additional
evidence for increases in permeability and inflammation in rabbits at levels as low as 100
ppb Os. Evidence summarized in the 2006 O; AQCD demonstrated that inflammatory
responses were observed subsequent to 6.6 hours O3 exposure to the lowest tested level
of 80 ppb in healthy human adults, while toxicological studies provided extensive
evidence that short-term (1-3 hours) O3 exposure in the range of 100-500 ppb could cause
lung inflammatory responses. The limited epidemiologic evidence reviewed in the 2006
O; AQCD demonstrated an association between short-term ambient O exposure and
airway inflammation in children (1-h max Os of approximately 100 ppb). Recent studies
in animals and in vitro models described inflammatory and injury responses mediated by
toll-like receptors (e.g., TLR4, TLR2), receptors for TNF or IL-1, multiple signaling
pathways (e.g., p38, INK, NFkB, MAPK/AP-1), and oxidative stress (Section 6.2.3.3).
The most recent epidemiologic studies provide additional supporting evidence by
demonstrating associations of ambient Oz with mediators of airway inflammation and
indicating that populations with diminished antioxidant capacity may have increased
susceptibility to pulmonary inflammation and oxidative stress associated with O3
exposure (Sections 6.2.4 and 8.1).

The normal inflammatory response in lung tissue is part of host defense that aids in
removing microorganisms or particles that have reached the distal airways and alveolar
surface. The 1996 O3 AQCD concluded that short-term exposure to elevated
concentrations of O; resulted in alterations in these host defense mechanisms in the
respiratory system. Specifically, toxicological studies of short-term exposures as low as
100 ppb O3 were shown to decrease the ability of alveolar macrophages to ingest
particles, and short-term exposures as low as 80 ppb for 3 hours prevented mice from
resisting infection with streptococcal bacteria and resulted in infection-related mortality.
Similarly, alveolar macrophages removed from the lungs of human subjects after 6.6
hours of exposure to 80 and 100 ppb O3 had decreased ability to ingest microorganisms,
indicating some impairment of host defense capability. These altered host defense
mechanisms can lead to susceptibility to respiratory infections, which are associated with
increased risk of developing asthma when occurring in early life. Despite the strong
toxicological evidence, in the limited body of epidemiologic evidence, Oz exposure has
not been consistently associated with hospital admissions or ED visits for respiratory
infection, pneumonia, or influenza (Sections 6.2.7.2 and 6.2.7.3).
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The most commonly observed and strongest evidence for respiratory effects associated
with short-term exposure to O is transient decrements in pulmonary function. Controlled
human exposure studies characterized in previous NAAQS reviews demonstrated Os-
induced decrements in pulmonary function, characterized by alterations in lung volumes
and flow and airway resistance and responsiveness for multihour exposures (up to 8
hours) to O3 concentrations as low as 80 ppb (U.S. EPA, 1996a). A series of mobile
laboratory studies of lung function and respiratory symptoms reported pulmonary
function decrements at mean ambient O; concentrations of 140 ppb in exercising healthy
adolescents and increased respiratory symptoms and pulmonary function decrements at
150 ppb in heavily exercising athletes and at 170 ppb in lightly exercising healthy and
asthmatic subjects. Epidemiologic and animal toxicological evidence is coherent with the
results of the controlled human exposure studies, both indicating decrements in lung
function upon O3 exposure. A combined statistical analysis of epidemiologic studies in
children at summer camp demonstrated decrements in FEV; of 0.50 mL/ppb with
previous hour O3 concentration. For preadolescent children exposed to 120 ppb ambient
O3, this amounted to an average decrement of 2.4-3.0% in FEV;. Key studies of lung
function measurements (FEV,) taken before and after well-defined outdoor exercise
events in adults yielded exposure-response slopes of 0.40 and 1.35 mL/ppb ambient O
after exposure for up to 1 hour. Animal toxicological studies reported similar respiratory
effects in rats at exposures as low as 200 ppb Os for 3 hours. The 2006 O; AQCD
characterized the controlled human exposure and animal toxicological studies as
providing clear evidence of causality for the associations observed between short-term (<
24 hours) O; exposure and relatively small, but statistically significant declines in lung
function observed in numerous recent epidemiologic studies. Declines in lung function
were particularly noted in children, asthmatics, and adults who work or exercise
outdoors.

Recent controlled human exposure studies examined lower concentration Oz exposures
(40-80 ppb) and demonstrated that FEV, respiratory symptoms, and inflammatory
responses were affected by O; exposures of 6.6 hours and in the range of 60 to 80 ppb
(Section 6.2.1.1 and 6.2.3.1). These studies demonstrated average decreases in FEV, in
the range of 2.8 to 3.6% with Oz exposures 6.6 hours in duration and as low as 60 ppb in
concentration. However, considerable intersubject variability has been reported with
some subjects experiencing considerably greater decrements than average. Recent
epidemiologic studies provide greater insight into subject factors that may increase
susceptibility for Os-associated respiratory morbidity. It was in these potentially
susceptible populations (e.g., individuals with asthma with concurrent respiratory
infection, older adults with AHR or elevated body mass index, or groups with diminished
antioxidant capacity) that Oz-associated decreases in lung function were consistently
observed.
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In addition to alterations in lung volumes and flow, changes in pulmonary function due to
exposure to Oz may manifest as respiratory symptoms (e.g., coughing, wheezing,
shortness of breath). The 1996 Oz AQCD identified an association between respiratory
symptoms and increasing ambient Os, particularly among asthmatic children. In the 2006
0; AQCD, symptoms of cough and pain on deep inspiration were well documented in
young healthy adult subjects after exposure of >80 ppb Oz for 6-8 hours during moderate
exercise. Limited data suggested an increase in respiratory symptoms down to 60 ppb.
More recently, these effects have been observed at 70 ppb in healthy adults. Controlled
human exposure studies of healthy adults, have also reported an increased incidence of
cough with O3 exposures as low as 120 ppb and 1-3 hours in duration with very heavy
exercise. The controlled human exposure studies also demonstrated lesser respiratory
symptom responses in children and older adults relative to young healthy adults. Previous
epidemiologic evidence showed significant associations between short-term exposure to
ambient O3 and increases in a wide variety of respiratory symptoms (e.g., cough, wheeze,
production of phlegm, and shortness of breath) in asthmatic children (U.S. EPA, 2006b).
Epidemiologic studies also indicated that short-term O3 exposure is likely associated with

increased asthma medication use in asthmatic children. Similar to what was observed for
pulmonary function, recent epidemiologic studies provided insight into additional subject
factors that may increase susceptibility for Os-associated respiratory symptoms. It was in
these potentially susceptible populations (e.g., asthmatics with diminished antioxidant
capacity and infants with asthmatic mothers) where the recent evidence of Os-associated
increases in respiratory symptoms was the strongest. Additionally, recent epidemiologic
studies provide evidence for an association between long-term exposure to O; and
respiratory symptoms (Section 7.2.2).

Ozone exposure has been shown to result in both specific and non-specific airway
hyperresponsiveness. Increased airway responsiveness is an important consequence of
exposure to Oz because its presence represents a change in airway smooth muscle
reactivity and implies that the airways are predisposed to narrowing on inhalation of a
variety of stimuli (e.g., specific allergens, SO,, cold air). Specifically, short-term (2 or

3 hours) exposure to 250 or 400 ppb O3z was found to cause increases in airway
responsiveness in response to allergen challenges among allergic asthmatic subjects who
characteristically already had somewhat increased airway responsiveness at baseline.
Increased non-specific airway responsiveness has been demonstrated in healthy young
adults down to 80 ppb O; following 6.6 hours of exposure during moderate exercise.
While AHR has not been widely examined in epidemiologic studies, findings for Os-
induced increases in AHR in controlled human exposure (Section 6.2.2.1) and
toxicological (Section 6.2.2.2) studies provide biological plausibility for associations
observed between ambient Oz exposure and increases in respiratory symptoms in subjects
with asthma.
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In addition to asthma exacerbations, recent epidemiologic evidence has revealed an
association between long-term exposure to Oz and new onset asthma (Section 7.2.1,
Table 7-2). The new epidemiologic evidence base consists of studies using a variety of
designs and analysis methods evaluating the relationship between long-term annual
measures of exposure to ambient Oz and measures of respiratory morbidity conducted by
different research groups in different locations. Studies from two California cohorts have
provided evidence for a relationship between different variants in genes related to
oxidative or nitrosative stress (e.g., HMOX, GSTs, ARG) that, in combination with O3
exposure, are related to new onset asthma. This is the first time that evidence has
extended beyond the association of exposure to Oz and asthma exacerbations to suggest
that long-term exposure to O; may play a role in the development of the disease and
contribute to incident cases of asthma.

When respiratory symptoms, asthma exacerbations, or other respiratory diseases become
too serious to be cared for at home, they can result in ED visits or hospital admissions.
The frequency of these types of ED visits and hospital admissions is associated with
short-term changes in ambient O; concentrations. Summertime daily hospital admissions
for respiratory causes in various locations of eastern North America were consistently
associated with ambient levels of Os in studies reviewed in the 1996 O; AQCD. This
association remained even when considering only concentrations below 120 ppb Os. The
2006 O3 AQCD concluded that aggregate population time-series studies demonstrate a
positive and robust association between ambient Oz concentrations and respiratory-
related hospitalizations and asthma ED visits during the warm season. Recent
epidemiologic time-series studies that include additional multicity studies and a
multicontinent study further support that short-term exposures to ambient O
concentrations are consistently associated with increases in respiratory hospital
admissions and ED visits specifically during the warm/summer months in multiple
geographic locations and across a range of O5 concentrations (Section 6.2.7). There is
also recent evidence for an association between respiratory hospital admissions and long-
term exposure to Oz (Section 7.2.2).

Finally, O; exposure may contribute to death from respiratory causes. Recent evidence
from several multicity studies and a multicontinent study demonstrate consistent positive
associations between short-term exposure to ambient O; concentrations and increases in
respiratory mortality (Section 6.6.2.5). Similarly, a study of long-term exposure to
ambient O concentrations also demonstrated an association between O3 and increases in
respiratory mortality (Section 7.7.1). Evidence from these recent mortality studies is
consistent and coherent with the evidence from epidemiologic, controlled human
exposure, and animal toxicological studies for the effects of short- and long-term
exposure to Oz on respiratory effects. Additionally, the evidence for respiratory morbidity
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after short- and long-term exposure provides biological plausibility for mortality due to
respiratory disease.

In summary, recent studies support or build upon the strong body of evidence presented
in the 1996 and 2006 O; AQCDs that short-term O3 exposure is causally associated with
adverse respiratory health effects. Recent controlled human exposure studies demonstrate
statistically significant group mean decreases in pulmonary function to exposures as low
as 60-70 ppb Oz in young, healthy adults. Equally strong evidence demonstrated
associations of ambient O; with respiratory hospital admissions and ED visits across the
U.S., Europe, and Canada. Most effect estimates ranged from a 1.6 to 5.4% increase in
daily all respiratory-related ED visits or hospital admissions in all-year analyses for
standardized increases in ambient O3 concentrations. Several multicity studies and a
multicontinent study reported associations between short-term exposure to ambient O3
concentrations and increases in respiratory mortality. This evidence is supported by
individual-level epidemiologic studies that provide new evidence for associations of
ambient Oz with mediators of airway inflammation and oxidative stress, and across
endpoints, they indicate that groups with diminished antioxidant capacity or
comorbidities such as atopy, AHR, or elevated body mass index may have increased
susceptibility to respiratory morbidity associated with O; exposure. The potential
susceptibility of these populations identified in recent epidemiologic studies are strongly
supported by findings from experimental studies that demonstrated Os-induced decreases
in intracellular antioxidant levels, increases in airway responses with co-exposures to
allergens, and increases in airway responses in animal models of obesity. By
demonstrating Oz-induced airway hyperresponsiveness, decreased pulmonary function,
allergic responses, lung injury, impaired host defense, and airway inflammation,
toxicological studies have characterized O; modes of action and have provided biological
plausibility for epidemiologic associations of ambient Oz exposure with lung function
and respiratory symptoms, hospital admissions, ED visits, and mortality. Together, the
evidence integrated across controlled human exposure, epidemiologic, and toxicological
studies and across the spectrum of respiratory health endpoints continues to demonstrate
that there is a causal relationship between short-term O3 exposure and respiratory
health effects.

The strongest evidence for a relationship between long-term O exposure and respiratory
morbidity is contributed by recent studies from a single cohort demonstrating
associations between long-term measures of O3 exposure and new-onset asthma in
children and increased respiratory symptom effects in asthmatics. While the evidence is
limited, this U.S. multicommunity prospective cohort demonstrates that asthma risk is
affected by interactions among genetic variability, environmental Oz exposure, and
behavior. Other recent studies provide coherent evidence for long-term O exposure and
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respiratory morbidity effects such as first asthma hospitalization and respiratory
symptoms in asthmatics. Generally, the epidemiologic and toxicological evidence
provides a compelling case that supports the hypothesis that a relationship exists between
long-term exposure to ambient O; and measures of respiratory morbidity. The evidence
for short-term exposure to Os and effects on respiratory endpoints provides coherence
and biological plausibility for the effects of long-term exposure to Os. Building upon that
evidence, the more recent epidemiologic evidence, combined with toxicological studies
in rodents and non-human primates, provides biologically plausible evidence that there
is likely to be a causal relationship between long-term exposure to Oz and
respiratory health effects.

2.6.2

Mortality Effects

The 2006 O; AQCD concluded that the overall body of evidence was highly suggestive
that short-term exposure to Oz directly or indirectly contributes to non-accidental and
cardiopulmonary-related mortality, but additional research was needed to more fully
establish underlying mechanisms by which such effects occur. The evaluation of new
multicity studies that examined the association between short-term O3 exposure and
mortality found evidence which supports the conclusions of the 2006 O; AQCD. These
new studies reported consistent positive associations between short-term O3 exposure and
total (nonaccidental) mortality, with associations being stronger during the warm season,
as well as additional support for associations between O3 exposure and cardiovascular
mortality being similar or larger in magnitude compared to respiratory mortality.
Additionally, these new studies examined previously identified areas of uncertainty in the
Os-mortality relationship. Taken together, the body of evidence indicates that there is

likely to be a causal relationship between short-term exposures to Oz and all-cause
mortality.

The 2006 O3 AQCD concluded that an insufficient amount of evidence existed “to
suggest a causal relationship between chronic O; exposure and increased risk for
mortality in humans” (U.S. EPA, 2006b). Several additional studies have been conducted
since the last review, an ecologic study that finds no association between mortality and
O3, and a reanalysis of the ACS cohort that specifically points to a relationship between
long-term O exposure and an increased risk of respiratory mortality. The findings from
the reanalysis of the ACS study are consistent and coherent with the evidence from
epidemiologic, controlled human exposure, and animal toxicological studies for the
effects of short- and long-term exposure to O3 on respiratory effects. Additionally, the
evidence for short- and long-term respiratory morbidity provides biological plausibility
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for mortality due to respiratory disease. Collectively, the evidence is suggestive of a
causal relationship between long-term Oz exposures and mortality.

2.6.3

Cardiovascular Health Effects

In past O; AQCDs the effects of short- and long-term exposure to O; on the
cardiovascular system could not be thoroughly evaluated due to the paucity of
information available. However, studies investigating Oz-induced cardiovascular events
have advanced in the last two decades. Overall, there is limited, inconsistent evidence for
cardiovascular morbidity in epidemiologic studies examining both short- and long-term
exposure to Os. Positive associations between short-term Oz exposure and cardiovascular
mortality have been consistently reported in multiple epidemiologic studies. Animal
toxicological studies provide more evidence for both short- and long-term O exposure
leading to cardiovascular morbidity. The toxicological studies demonstrate Os-induced
cardiovascular effects, specifically enhanced atherosclerosis and ischemia/reperfusion
injury with or without the corresponding development of a systemic oxidative, pro-
inflammatory environment, disrupted NO-induced vascular reactivity, decreased cardiac
function, and increased HRV. Taking into consideration the positive toxicological studies
and evidence for an association between O; exposure and cardiovascular mortality, the
generally limited body of evidence is suggestive of a causal relationship for both
relevant short- and long-term exposures to Oz and cardiovascular effects.

264

Central Nervous System Effects

In rodents, O3 exposure has been shown to cause physicochemical changes in the brain
indicative of oxidative stress and inflammation. Recent toxicological studies add to
earlier evidence that short- and long-term exposures to Oz can produce a range of effects
on the central nervous system and behavior. Previously observed effects, including
neurodegeneration, alterations in neurotransmitters, short- and long-term memory, and
sleep patterns, have been further supported by recent studies. In instances where
pathology and behavior are both examined, animals exhibit decrements in behaviors tied
to the brain regions or chemicals found to be affected or damaged. The single
epidemiologic study conducted showed that long-term exposure to O affects memory in
humans as well. Notably, exposure to Oz levels as low as 250 ppb has resulted in
progressive neurodegeneration and deficits in both short- and long-term memory in
rodents. Additionally, changes in the CNS, including biochemical, cellular, and
behavioral effects, have been observed in animals whose sole exposure occurred in utero,
at levels as a low as 300 ppb. Together the evidence from studies of short- and long-term
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exposure to Oz is suggestive of a causal relationship between O; exposure and
adverse CNS effects.

2.6.5

Reproductive and Developmental Effects

There is limited though positive toxicological evidence for Os-induced developmental
effects, including effects on pulmonary structure and function and central nervous system
effects after developmental exposure to Os. Limited epidemiologic evidence exists for an
association with Oz concentration and decreased sperm concentration. A recent
toxicological study provides limited evidence for a possible biological mechanism
(histopathology showing impaired spermatogenesis and rescue with antioxidants) for
such an association. Additionally, though the evidence for an association between Os
concentrations and adverse birth outcomes is generally inconsistent, there are several
influential studies that indicate an association with reduced birth weight and restricted
fetal growth. Overall, the evidence is suggestive of a causal relationship between
long-term exposures to Oz and reproductive and developmental effects.

2.6.6

Cancer and Mutagenicity and Genotoxicity

The 2006 O; AQCD reported that evidence did not support ambient Oz as a pulmonary
carcinogen. Since the 2006 O; AQCD, very few epidemiologic and toxicological studies
have been published that examine O3 as a carcinogen, but collectively, study results
indicate that O3 may contribute to DNA damage. Overall, the evidence is inadequate to
determine if a causal relationship exists between ambient O3 exposures and
cancer.

2.6.7

Policy Relevant Considerations

2.6.7.1 Populations at Increased Risk

Upon evaluating the association between short- and long-term exposure to O3 and various
health outcomes, studies also attempted to identify populations that are at increased risk
for Os-related health effects. These studies did so by conducting stratified epidemiologic
analyses; by examining individuals with an underlying health condition, genetic
polymorphism, or categorized by age, race, or sex in controlled human exposure studies;
or by developing animal models that mimic the pathophysiological conditions associated
with an adverse health effect. These studies identified a multitude of factors that could
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potentially contribute to whether an individual is at increased risk for Os-related health
effects. The examination of at risk populations for Oz exposure allows for the NAAQS to
provide an adequate margin of safety for both the general population and for sensitive
populations.

The populations identified in Chapter 8 that are most at risk for Os-related health effects
are individuals with influenza/infection, individuals with asthma, and younger and older
age groups. There were a small number of studies on influenza/infection but both
reported influenza/infection to modify the association between Oz exposure and
respiratory effects, with individuals having influenza or an infection being at increased
risk. Asthma as a factor affecting risk was supported by controlled human exposure and
toxicological studies, as well as some evidence from epidemiologic studies. Most studies
comparing age groups reported greater effects of short-term O3z exposure on mortality
among older adults, although studies of other health outcomes had inconsistent findings
regarding whether older adults were at increased risk. Generally, studies of age groups
also reported positive associations for respiratory hospital admissions and ED visits
among children. Biological plausibility for this increased risk is supported by
toxicological and clinical research. Diet and obesity are also both likely factors that affect
risk. Multiple epidemiologic, controlled human exposure, and toxicological studies
reported that diets deficient in vitamins E and C are associated with risk of O3 -related
health effects. Similarly, studies of effect measure modification by body mass index
(BMI) observed greater O3 -related respiratory decrements for individuals who were
obese.

Other potential factors [preexisting conditions (such as chronic obstructive pulmonary
disease and cardiovascular disease), sex, and multiple genes (such as GSTM1, GSTP1,
HMOX-1, NQO1, and TNF-a)] provided some evidence of susceptibility, but further
investigation is warranted. In addition, examination of modification of the associations
between O3 exposure and health effects by SES and race were available in a limited
number of studies, and demonstrated possible increased odds of health effects related to
O3 exposure among those with low SES and black race.

Individuals with increased ambient exposure were examined in a recent study of outdoor
workers, in which no effect modification was observed, and in studies of air conditioning
prevalence, which demonstrated inconsistent findings. However, previous evidence along
with biological plausibility from toxicological and controlled human studies has shown
individuals exposed to more outdoor air to be at increased risk of Os-related health
effects. Studies of physical conditioning and smoking were conducted but little evidence
was available to determine whether increased risk of Os-related health effects is present
for these factors. The only studies examining effect measure modification by diabetes
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examined O exposure and cardiovascular outcomes and none reported increased risks for
individuals with diabetes. Toxicological studies also identified hyperthyroidism to be a
factor warranting further examination. Future research will provide additional insight into
whether these factors affect risk of Os-related health effects.

2.6.7.2 Lag Structure in Epidemiologic Studies

Epidemiologic studies have attempted to identify the time-frame in which exposure to O
can impart a health effect. Although O3 exposure-response relationships have
traditionally been examined using air quality data for a defined lag period (e.g., 1 day or
average of 0-1 days), the relationship can potentially be influenced by a multitude of
factors, such as the underlying susceptibility of an individual (e.g., age, pre-existing
diseases), which could increase or decrease the lag times observed. Different lag times
have been evaluated for specific health outcomes.

The epidemiologic evidence evaluated in the 2006 O3 AQCD indicated that one of the
remaining uncertainties in characterizing the Os-mortality relationship was identifying
the appropriate lag structure (e.g., single-day lags versus distributed lag model). An
examination of lag times used in the epidemiologic studies evaluated in this assessment
can provide further insight on the relationship between O; exposure and morbidity and
mortality outcomes.

Collectively, recent epidemiologic studies of lung function, respiratory symptoms, and
biological markers of airway inflammation and oxidative stress examined associations
with single-day ambient Oz exposures (using various averaging times) lagged from 0 to 7
days as well as concentrations averaged over 2 to 19 days. Lags of 0 and 1 day ambient
05 exposures were associated with decreases in lung function and increases in respiratory
symptoms, airway inflammation, and oxidative stress. Additionally, several studies found
that multiday averages of Oz exposure were associated with these endpoints, indicating
that not only single day, but exposures accumulated over several days led to a respiratory
health effect. In studies of respiratory hospital admissions and ED visits, investigators
either examined the lag structure of associations by including both single-day and the
average of multiday lags, or selecting lags a priori. Of the studies evaluated, the
collective evidence indicates a rather immediate response within the first few days of Os
exposure (i.e., for lags days averaged at 0-1, 0-2, and 0-3 days) for hospital admissions
and ED visits for all respiratory outcomes, asthma, and chronic obstructive pulmonary
disease in all-year and seasonal analyses.

The majority of epidemiologic studies that focused on the association between short-term
05 exposure and mortality (i.e., all-cause, respiratory and cardiovascular) examined the
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average of multiday lags with some studies examining single-day lags. Across a range of
multiday lags (i.e., average of 0-1 to 0-6 days), the studies evaluated consistently
demonstrate that the O3 effects on mortality occur within a few days of exposure (Figure
6-28). Additionally, several recent studies have conducted more extensive analysis of lag
structure to investigate “mortality displacement” (i.e., deaths are occurring in frail
individuals and exposure is only moving the day of death to a day slightly earlier), which
also inform upon the lag structure of associations (Section 6.6.2.4). Collectively, these
studies suggest that the positive associations between Oz and mortality are observed
mainly in the first few days after exposure.

2.6.7.3 Ozone Concentration-Response Relationship

An important consideration in characterizing the Os-morbidity and mortality association
is whether the C-R relationship is linear across the full concentration range that is
encountered or if there are concentration ranges where there are departures from linearity
(i.e., nonlinearity). In this ISA studies have been identified that attempt to characterize
the shape of the O; C-R curve along with possible O “thresholds” (i.e., Oz levels which
must be exceeded in order to elicit a health response). The controlled human exposure
and epidemiologic studies that examined the shape of the C-R curve and the potential
presence of a threshold have indicated a generally linear C-R function with no indication
of a threshold for O3 concentrations greater than 30 or 40 ppb, which corresponds with
PRB and the lower bound of O5; concentrations included in the C-R functions.

Controlled human exposure studies have provided strong and quantifiable C-R data on
the human health effects of O;. The magnitude of respiratory effects in these studies is
generally a function of O exposure, i.e., the product of concentration (C), minute
ventilation (Vg), and exposure duration. Recent studies provide evidence for a smooth C-
R curve without indication of a threshold in young healthy adults, exposed during
moderate exercise for 6.6 hours to O; concentrations between 40 and 120 ppb

(Figure 6-1).

Although relatively few epidemiologic studies have examined the Oz-health effects C-R
relationship, the C-R relationship has been examined across multiple health endpoints
and exposure durations. Some studies of populations engaged in outdoor activity found
that associations between O3 and lung function decrements persisted at lower O,
concentrations (Table 6-5). For example, a study found ambient Oz exposure (10-min to
1-h) during outdoor exercise to be associated with decreases in lung function in analyses
restricted to concentrations less than 51 ppb, though effect estimates were near zero with
05 concentrations less than 41 ppb. In contrast, a subsequent study found associations
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persisted with 1-h max O; concentrations less than 40 ppb. A study examining the C-R
relationship between short-term O3 exposure and pediatric asthma ED visits found no
evidence of a threshold. In both quintile and loess dose-response analyses this study
found evidence that suggests that there are elevated associations for pediatric asthma ED
visits with O; concentrations as low as 30 ppb (Figure 6-11). In an additional study,
authors used a smooth function while also accounting for the potential confounding
effects of PM, s, to examine whether the shape of the C-R curve for short-term exposure
to O3 and asthma hospital admissions (i.e., both general and ICU for all ages) is linear.
When comparing the curve to a linear fit, the authors found that the linear fit is a
reasonable approximation of the C-R relationship between O; and asthma hospital
admissions around and below the current NAAQS (Figure 6-9). Although the C-R
relationship between short-term O3 exposure and respiratory-related hospital admissions
and ED visits has not been extensively examined, these preliminary examinations
indicate a linear, no threshold relationship between short-term Oz exposure and pediatric
asthma ED visits and asthma hospitalizations.

The Os-health effects C-R relationship was further examined in studies of short-term O;
exposure and mortality. Evaluation of the C-R relationship for short-term exposure to Os
and mortality is difficult due to the evidence from multicity studies indicating highly
heterogeneous Os-mortality associations across regions of the U.S. In addition, there are
numerous issues that may influence the shape of the Os-mortality C-R relationship that
need to be taken into consideration including: multiday effects (distributed lags),
potential adaptation and mortality displacement (i.e., hastening of death by a short
period). Several recent studies applied a variety of statistical approaches to examine the
shape of the Os-mortality C-R relationship and whether a threshold exists. These studies
did not find any evidence that supports a threshold for the association between short-term
exposure to Oz and mortality within a range of O; concentrations observed in the U.S.
Recent evidence also suggests that the shape of the Os-mortality C-R curve remains
linear across the full range of the O3 concentrations. However, studies have also
demonstrated heterogeneity in the Oz-mortality relationship across cities (or regions),
which complicates the interpretation of a combined C-R curve and threshold analysis.
Additionally, given the effect modifiers identified in mortality analyses that are also
expected to vary regionally (e.g., temperature, air conditioning prevalence), a national or
combined analysis may not be appropriate to identify whether a threshold exists in the
Os-mortality C-R relationship.

An evaluation of long-term exposure studies identified studies of long-term exposure to
05 and birth outcomes that have characterized the C-R relationship. Evidence from the
southern California Children’s Health Study identified a C-R relationship of birth weight
with 24-h avg O5 concentrations averaged over the entire pregnancy that was clearest
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above the 30 ppb level (Figure 7-4). Relative to the lowest decile of 24-h avg O,
estimates for the next 5 lowest deciles were approximately -40 g to -50 g, with no clear
trend and with 95% confidence bounds that included zero. The highest four deciles of O3
exposure showed an approximately linear decrease in birth weight, and all four 95% Cls
excluded zero, and ranged from mean decreases of 74 grams to decreases of 148 grams.
Another study conducted in southern California reported increased risks for cardiac birth
defects in a dose-response manner with second-month O3 exposure.

Collectively, both short- and long-term exposure studies that examined the Os-health
effects C-R relationship have provided no evidence of a threshold. Additionally, these
studies indicate a linear C-R relationship across the full range of O3 concentrations
observed in the U.S.

Integration of Effects on Vegetation and Ecosystems

Chapter 9 presents the most policy-relevant information related to this review of the
NAAQS for the effects of Oz on vegetation and ecosystems. This section integrates the
key findings from the disciplines evaluated in this assessment of the O scientific
literature, which includes plant physiology, whole plant biology, ecosystems, and
exposure-response.

Ozone effects at small spatial scales, such as the leaf of an individual plant, can result in
effects at a continuum of larger spatial scales. Figure 2-4 is a simplified illustrative
diagram of the major pathway through which Os enters leaves and the major endpoints O
may affect in vegetation and ecosystems. The sections of Chapter 9 are organized
according to increasing spatial scales, starting with the cellular and subcellular level, then
the whole plant and finally, ecosystem-level processes. Ozone enters leaves through
stomata, and can alter stomatal conductance and disrupt CO, fixation (Section 9.3). These
effects can change rates of leaf gas exchange, growth and reproduction at the individual
plant level and result in changes in ecosystems, such as productivity, C storage, water
cycling, nutrient cycling, and community composition (Section 9.4). The framework for
causal determinations has been applied to the body of scientific evidence to collectively
examine effects attributed to O; exposure (Table 2-2). The summary below provides brief
integrated summaries of the evidence that supports the causal determinations. The
detailed discussion of the underlying evidence used to formulate each causal
determination can be found in Chapters 9. This summary ends with a short discussion of
policy relevant considerations.
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2.7.1

Visible Foliar Injury

Visible foliar injury resulting from exposure to O; has been well characterized and
documented over several decades of research on many tree, shrub, herbaceous, and crop
species (U.S. EPA, 2006b, 1996b, 1984, 1978a) (Section 9.4.2). Ozone-induced visible
foliar injury symptoms on certain bioindicator plant species are considered diagnostic as
they have been verified experimentally in exposure-response studies, using exposure
methodologies such as continuous stirred tank reactors (CSTRS), open-top chambers
(OTCs), and free-air fumigation. Experimental evidence has clearly established a
consistent association of visible injury with O5; exposure, with greater exposure often
resulting in greater and more prevalent injury. Since the 2006 O3 AQCD, several
multiple-year field surveys of Oz-induced visible foliar injury have been conducted at
National Wildlife Refuges in Maine, Michigan, New Jersey, and South Carolina. New
sensitive species showing visible foliar injury continue to be identified from field surveys
and verified in controlled exposure studies.

O, exposure

l

eeeee O, uptake & physiology (Fig 9-2)

*Antioxidant metabolism up-regulated

= +Decreased photosynthesis

*Decreased stomatal conductance
or sluggish stomatal response

9
o)
= Effects on leaves 3
\i;) +Visible leaf injury o
Altered leaf production wO
Altered leaf chemical composition »
2
<
Plant growth (Fig 9.8) < )
«Decreased biomass accumulation Affected ecosystem services
Altered reproduction *Decreased productivity
«Altered carbon allocation *Decreased C sequestration
«« *Altered crop quality «Altered water cycling (Fig 9-7)

Figure 2-4

*Altered community composition
(i.e., plant, insect & microbe)

Belowground processes (Fig 9.8)
«Altered litter production and decomposition
Altered soil carbon and nutrient cycling
«Altered soil fauna and microbial communities

An illustrative diagram of the major pathway through which O3
enters leaves and the major endpoints that O3 may affect in plants
and ecosystems.
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Table 2-2

ecosystem effects

Summary of ozone causal determinations for vegetation and

Vegetation and
Ecosystem Effects

Conclusions from 2006 Os AQCD

Conclusions from
2011 2nd Draft ISA

Visible Foliar Injury Effects on
Vegetation

Data published since the 1996 O; AQCD strengthen previous conclusions that
there is strong evidence that current ambient O; concentrations cause impaired
aesthetic quality of many native plants and trees by increasing foliar injury.

Causal Relationship

Reduced Vegetation Growth

Data published since the 1996 O; AQCD strengthen previous conclusions that
there is strong evidence that current ambient O; concentrations cause
decreased growth and biomass accumulation in annual, perennial and woody
plants, including agronomic crops, annuals, shrubs, grasses, and trees.

Causal Relationship

Reduced Productivity in
Terrestrial Ecosystems

There is evidence that Os is an important stressor of ecosystems and that the
effects of Oz on individual plants and processes are scaled up through the
ecosystem, affecting net primary productivity.

Causal Relationship

Reduced Carbon (C)
Sequestration in Terrestrial
Ecosystems

Limited studies from previous review

Likely to be a Causal
Relationship

Reduced Yield and Quality of
Agricultural Crops

Data published since the 1996 O; AQCD strengthen previous conclusions that
there is strong evidence that current ambient O; concentrations cause
decreased yield and/or nutritive quality in a large number of agronomic and
forage crops.

Causal Relationship

Alteration of Terrestrial
Ecosystem Water Cycling

Ecosystem water quantity may be affected by O exposure at the landscape
level.

Likely to be a Causal
Relationship

Alteration of Below-ground
Biogeochemical Cycles

Ozone-sensitive species have well known responses to Oz exposure, including
altered C allocation to below-ground tissues, and altered rates of leaf and root

production, turnover, and decomposition. These shifts can affect overall C and N

loss from the ecosystem in terms of respired C, and leached aqueous dissolved
organic and inorganic C and N.

Causal Relationship

Alteration of Terrestrial
Community Composition

Ozone may be affecting above- and below -ground community composition
through impacts on both growth and reproduction. Significant changes in plant
community composition resulting directly from O3 exposure have been
demonstrated.

Likely to be a Causal
Relationship

The use of biological indicators in field surveys to detect phytotoxic levels of Oz is a
longstanding and effective methodology. The USDA Forest Service through the Forest
Health Monitoring (FHM) Program (1990-2001) and currently the Forest Inventory and
Analysis (FIA) Program has been collecting data regarding the incidence and severity of
visible foliar injury on a variety of O3 sensitive plant species throughout the U.S. The

network has provided evidence that O concentrations were high enough to induce visible
symptoms on sensitive vegetation. From repeated observations and measurements made

over a number of years, specific geographical patterns of visible O3 injury symptoms can
be identified. In addition, a study assessed the risk of Os-induced visible foliar injury on

bioindicator plants in 244 national parks in support of the National Park Service’s Vital
Signs Monitoring Network. The results of the study demonstrated that the risk of visible
foliar injury was high in 65 parks (27%), moderate in 46 parks (19%), and low in 131
parks (54%). Some of the well-known parks with a high risk of O-induced visible foliar
injury include Gettysburg, Valley Forge, Delaware Water Gap, Cape Cod, Fire Island,
Antietam, Harpers Ferry, Manassas, Wolf Trap Farm Park, Mammoth Cave, Shiloh,
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Sleeping Bear Dunes, Great Smoky Mountains, Joshua Tree, Sequoia and Kings Canyon,
and Yosemite. Overall, evidence is sufficient to conclude that there is a causal
relationship between ambient O; exposure and the occurrence of Os-induced
visible foliar injury on sensitive vegetation across the U.S.

2.7.2

Growth, Productivity, Carbon Storage and Agriculture

Ambient O; concentrations have long been known to cause decreases in photosynthetic
rates and plant growth. The Osz-induced damages at the plant scale may translate to the
ecosystem scale, and cause changes in productivity and C storage. The effects of O,
exposure on photosynthesis, growth, biomass allocation, ecosystem production and
ecosystem C sequestration were reviewed for the natural ecosystems, and crop
productivity and crop quality were reviewed for the agricultural ecosystems.

2.7.2.1 Natural Ecosystems

The previous O; AQCDs concluded that there is strong and consistent evidence that
ambient concentrations of Os decrease plant photosynthesis and growth in numerous
plant species across the U.S. Studies published since the last review continue to support
that conclusion (Section 9.4.3.1). New studies, based on the Aspen free-air carbon-
dioxide/ozone enrichment (FACE) experiment, found that O; caused reductions in total
biomass relative to the control in aspen, paper birch, and sugar maple communities
during the first seven years of stand development. Overall, the studies at the Aspen FACE
experiment were consistent with the open-top chamber (OTC) studies that were the
foundation of previous O3 NAAQS reviews. These results strengthen our understanding
of O; effects on forests and demonstrate the relevance of the knowledge gained from
trees grown in open-top chamber studies.

A set of meta-analyses assessed the effects of Oz on plant photosynthesis and growth
across different species and fumigation methods (such as OTC and FACE). Those studies
reported that current Oz concentrations in the northern hemisphere are decreasing
photosynthesis (~11%) across tree species, and the decreases in photosynthesis are
consistent with cumulative uptake of Oz into the leaf. The current ambient O
concentrations (~40 ppb) significantly decreased annual total biomass growth of forest
species by an average of 7%, with potentially greater decreases (11-17%) in areas that
have higher O; concentrations (Section 9.4.3.1). The meta-analyses further confirmed
that reduction of plant photosynthesis and growth under O3 exposure are coherent across
numerous species and various experimental techniques.
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Studies during recent decades have also demonstrated Os alters biomass allocation and
plant reproduction (Section 9.4.3). Recent meta-analyses have generally indicated that O,
reduced C allocated to roots, although the findings of individual studies were mixed.
Several recent studies published since the 2006 O3 AQCD further demonstrate that O
altered reproductive processes, such as timing of flowering, number of flowers, fruits and
seeds, in herbaceous and woody plant species. However, a knowledge gap still exists
pertaining to the exact mechanism of the responses of reproductive processes to O
exposure (Section 9.4.3.3).

Studies at the leaf and plant scales showed that O; reduced photosynthesis and plant
growth, providing coherence and biological plausibility for the reported decreases in
ecosystem productivity. During the previous NAAQS reviews, there were very few
studies that investigated the effect of Oz exposure on ecosystem productivity and C
sequestration. Recent studies from long-term FACE experiments and ecosystem models
provided evidence of the association of O; exposure and reduced productivity at the
ecosystem scale. Elevated O reduced stand biomass at Aspen FACE after 7 years of O
exposure, and annual volume growth at the Kranzberg Forest in Germany. Results across
different ecosystem models were consistent with the FACE experimental evidence, which
showed that O; reduced ecosystem productivity (Section 9.4.3.4). In addition to primary
productivity, other indicators such as net ecosystem CO, exchange (NEE) and C
sequestration were often assessed by model studies. Model simulations consistently
found that O5 exposure caused negative impacts on those indicators (Section 9.4.3.4,
Table 9-3), but the severity of these impacts was influenced by multiple interactions of
biological and environmental factors. The suppression of ecosystem C sinks results in
more CO, accumulation in the atmosphere. A recent study suggested that the indirect
radiative forcing caused by O3 exposure through lowering ecosystem C sink could have
an even greater impact on global warming than the direct radiative forcing of Os.

Although Os generally causes negative effects on ecosystem productivity, the magnitude
of the response varies among plant communities (Section 9.4.3.4). For example, O; had
little impact on white fir, but greatly reduced growth of ponderosa pine in southern
California. Ozone decreased net primary production (NPP) of most forest types in Mid-
Atlantic region, but had small impacts on spruce-fir forest. Ozone could also affect
regional C budgets through interacting with multiple factors, such as N deposition,
elevated CO, and land use history. Model simulations suggested that O3 partially offset
the growth stimulation caused by elevated CO, and N deposition in both Northeast- and
Mid-Atlantic-region forest ecosystems of the U.S.

Overall, evidence is sufficient to conclude that there is a causal relationship
between O3 exposure and reduced plant growth and productivity, and a likely
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causal relationship between Oz exposure and reduced carbon sequestration in
terrestrial ecosystems.

2.7.2.2 Agricultural Crops

The detrimental effect of Oz on crop production has been recognized since the 1960’s and
a large body of research has subsequently stemmed from those initial findings. Previous
053 AQCDs have extensively reviewed this body of literature. Current O; concentrations
across the U.S. are high enough to cause yield loss for a variety of agricultural crops
including, but not limited to, soybean, wheat, potato, watermelon, beans, turnip, onion,
lettuce, and tomato (Section 9.4.4.1). Continued increases in Oz concentration may
further decrease yield in these sensitive crops. Despite the well-documented yield losses
due to increasing O3 concentration, there is still a knowledge gap pertaining to the exact
mechanism of Os-induced yield loss. Research has linked increasing O3 concentration to
decreased photosynthetic rates and accelerated senescence, which are related to yield.

In addition, new research has highlighted the effects of O; on crop quality. Increasing Os
concentration decreases nutritive quality of grasses, decreases macro- and micro-nutrient
concentrations in fruits and vegetable crops, and decreases cotton fiber quality. These
areas of research require further investigation to determine the mechanism and dose-
responses (Section 9.4.4.2).

During the previous NAAQS reviews, there were very few studies that estimate O
impacts on crop yields at large spatial scales. Recent modeling studies found that O
generally reduced crop yield, but the impacts varied across regions and crop species
(Section 9.4.4.1). For example, the largest Os-induced crop yield losses occurred in high-
production areas exposed to high O5; concentrations, such as the Midwest and the
Mississippi Valley regions of the U.S. Among crop species, the estimated yield loss for
wheat and soybean were higher than rice and maize. Satellite and ground-based O;
measurements have been used to assess yield loss caused by O; over the continuous tri-
state area of Illinois, lowa and Wisconsin. The results showed that O; concentrations
significantly reduced soybean yield, which correlates well with the previous results from
FACE-type experiments and OTC experiments (Section 9.4.4.1).

Evidence is sufficient to conclude that there is a causal relationship between O3
exposure and reduced yield and quality of agricultural crops.
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2.7.3

Water Cycling

Ozone can affect water use in plants and ecosystems through several mechanisms
including damage to stomatal functioning and loss of leaf area. Section 9.3.6 reviewed
possible mechanisms for O3 exposure effects on stomatal functioning including the build-
up of CO, in substomatal cavity, impacts on signal transduction pathways and direct O3
impact on guard cells. Regardless of the mechanism, Oz exposure has been shown to alter
stomatal performance, which may affect plant and stand transpiration and therefore
possibly affecting hydrological cycling.

Although the evidence was from a limited number of field and modeling studies, these
findings showed an association of Oz exposure and the alteration of water use and cycling
in vegetation and ecosystem level (Section 9.4.5). There is not a clear consensus on the
nature of leaf-level stomatal conductance response to Os; exposure. When measured at
steady-state high light conditions, leaf-level stomatal conductance is often found to be
reduced when exposed to Os. However, measurements of stomatal conductance under
dynamic light and vapor pressure deficit conditions indicate sluggish responses under
elevated Os exposure which could potentially lead to increased water loss from
vegetation. Field studies suggested that peak hourly Oz exposure increased the rate of
water loss from several tree species, and led to a reduction in the late-season modeled
stream flow in three forested watersheds in eastern Tennessee. Sluggish stomatal
responses during O3 exposure was suggested as a possible mechanism for increased water
loss during peak O exposure. Currently, the Os-induced reduction in stomatal aperture is
the biological assumption for most process-based models. Therefore, results of those
models normally found that O; reduced water loss. For example, one study found that O
damage and N limitation together reduced evapotranspiration and increase runoff.

Although the direction of the response differed among studies, the evidence is
sufficient to conclude that there is likely to be a causal relationship between O;
exposure and the alteration of ecosystem water cycling.

274

Below-Ground Processes

Below-ground processes are tightly linked with aboveground processes. The responses of
aboveground process to O3 exposure, such as reduced photosynthetic rates, increased
metabolic cost, and reduced root C allocation, have provided biologically plausible
mechanisms for the alteration of below-ground processes. Since the 2006 O; AQCD,
more evidence has shown that although the responses are often species specific, O;
altered the quality and quantity of C input to soil, microbial community composition, and
C and nutrient cycling.
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Results from Aspen FACE and other experimental studies consistently found that O
reduced litter production and altered C chemistry, such as soluble sugars, soluble
phenolics, condensed tannins, lignin, and macro/micro nutrient concentration in litter
(Section 9.4.6.1). The changes in substrate quality and quantity could alter microbial
metabolism under elevated Os, and therefore soil C and nutrient cycling. Several studies
indicated that O generally suppressed soil enzyme activities (Section 9.4.6.2). However,
the impact of O on litter decomposition was inconsistent and varied among species, sites
and exposure length. Similarly, O; had inconsistent impacts on dynamics of micro and
macro nutrients (Section 9.4.6.4).

Studies from the Aspen FACE experiment suggested that the response of below-ground
C cycle to O3 exposure, such as litter decomposition, soil respiration and soil C content,
changed over time. For example, in the early part of the experiment (1998-2003), O3 had
no impact on soil respiration but reduced the formation rates of total soil C under
elevated CO,. However, after 10 to 11 years of exposure, Oz was found to increase soil
respiration but have no significant impact on soil C formation under elevated CO,
(Section 9.4.6.3).

The evidence is sufficient to infer that there is a causal relationship between O;
exposure and the alteration of below-ground biogeochemical cycles.

2.7.5

Community Composition

In the 2006 O3 AQCD, the impact of O; exposure on species competition and community
composition was assessed. Ozone was found to be one of the dominant factors causing a
significant decline in ponderosa and Jeffrey pine in the San Bernardino Mountains in
southern California. Ozone exposure also tended to shift the grass-legume mixtures in
favor of grass species. Since the 2006 O; AQCD, more evidence has shown that O
exposure changed the competitive interactions and led to loss of O3 sensitive species or
genotypes. Studies found that the severity of O; damage on growth, reproduction and
foliar injury varied among species (Section 9.4.3), which provided the biological
plausibility for the alteration of community composition. Additionally, research since the
last review has shown that O; can alter community composition and diversity of soil
microbial communities.

The decline of conifer forests under Oz exposure was continually observed in several
regions. Ozone damage was believed to be an important causal factor in the dramatic
decline of sacred fir in the valley of Mexico, as well as cembran pine in southern France
and Carpathian Mountains, although several factors, such as drought, insect outbreak and
forest management, may also contribute to or even be the dominant factors causing the
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mortality of the conifer trees. Results from the Aspen FACE site indicated that O; could
alter community composition of broadleaf forests as well. At the Aspen FACE site, O
reduced growth and increased mortality of a sensitive aspen clone, while the O tolerant
clone emerged as the dominant clone in the pure aspen community. In the mixed aspen-
birch and aspen-maple communities, Oz reduced the competitive capacity of aspen
compared to birch and maple (Section 9.4.7.1).

The tendency for Os-exposure to shift the biomass of grass-legume mixtures in favor of
grass species was reported in the 2006 O3 AQCD and has been generally confirmed by
recent studies. However, in a high elevation mature/species-rich grass-legume pasture, O;
fumigation showed no significant impact on community composition (Section 9.4.7.2).

Ozone exposure not only altered community composition of plant species, but also
microorganisms. The shift in community composition of bacteria and fungi has been
observed in both natural and agricultural ecosystems, although no general patterns could
be identified (Section 9.4.7.3).

The evidence is sufficient to conclude that there is likely a causal relationship
between O3 exposure and the alteration of community composition.

2.7.6

Policy Relevant Considerations

2.7.6.1 Air Quality Indices

Exposure indices are metrics that quantify exposure as it relates to measured plant
damage (e.g., reduced growth). They are summary measures of monitored ambient O,
concentrations over time intended to provide a consistent metric for reviewing and
comparing exposure-response effects obtained from various studies. No new information
is available since 2006 that alters the basic conclusions put forth in the 2006 and 1996 O;
AQCDs. These AQCDs focused on the research used to develop various exposure indices
to help quantify effects on growth and yield in crops, perennials, and trees (primarily
seedlings). The performance of indices was compared through regression analyses of
earlier studies designed to support the estimation of predictive Oz exposure-response
models for growth and/or yield of crops and tree (seedling) species.

Another approach for improving risk assessment of vegetation response to ambient Os is
based on determining the O3 concentration from the atmosphere that enters the leaf (i.e.,
flux or deposition). Interest has been increasing in recent years, particularly in Europe, in
using mathematically tractable flux models for O3 assessments at the regional, national,
and European scale. While some efforts have been made in the U.S. to calculate Os flux
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into leaves and canopies, little information has been published relating these fluxes to
effects on vegetation. There is also concern that not all O; stomatal uptake results in a
yield reduction, which depends to some degree on the amount of internal detoxification
occurring with each particular species. Species having high detoxification capacity may
show little relationship between O3 stomatal uptake and plant response. The lack of data
in the U.S. and the lack of understanding of detoxification processes have made this
technique less viable for vulnerability and risk assessments in the U.S.

The main conclusions from the 1996 and 2006 O3 AQCDs regarding indices based on
ambient exposure remain valid. These key conclusions can be restated as follows:

= (Ogj effects in plants are cumulative;

= higher O3 concentrations appear to be more important than lower
concentrations in eliciting a response;

= plant sensitivity to Os varies with time of day and plant development stage;
and

= exposure indices that cumulate hourly O3z concentrations and preferentially
weight the higher concentrations have better statistical fits to growth/yield
response data than do the mean and peak indices.

Various weighting functions have been used, including threshold-weighted (e.qg.,
SUMO06) and continuous sigmoid-weighted (e.g., W126) functions. Based on statistical
goodness-of-fit tests, these cumulative, concentration-weighted indices could not be
differentiated from one another using data from previous exposure studies. Additional
statistical forms for O; exposure indices are summarized in Section 9.5 of this ISA. The
majority of studies published since the 2006 O; AQCD do not change earlier conclusions,
including the importance of peak concentrations, and the duration and occurrence of O,
exposures in altering plant growth and yield.

Given the current state of knowledge and the best available data, exposure indices that
cumulate and differentially weight the higher hourly average concentrations and also
include the mid-level values continue to offer the most defensible approach for use in
developing response functions and comparing studies, as well as for defining future
indices for vegetation protection.

2.7.6.2 Exposure-Response

None of the information on effects of Oz on vegetation published since the 2006 O,
AQCD has modified the assessment of quantitative exposure-response relationships that
was presented in that document (U.S. EPA, 2006b). This assessment updates the 2006
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exposure-response models by computing them using the W126 metric, cumulated over
90 days. Almost all of the experimental research on the effects of O3 on growth or yield
of plants published since 2006 used only two levels of exposure. In addition, hourly O
concentration data that would allow calculations of exposure using the W126 metric are
generally unavailable. However, two long-term experiments, one with a crop species
(soybean), one with a tree species (aspen), have produced data that are used in Section
9.6 to validate the exposure-response models presented in the 2006 O3 AQCD, and the
methodology used to derive them. EPA compared predictions from the models presented
in the 2006 O; AQCD, updated to use the 90 day 12hr W126 metric, with more recent
observations for yield of soybean and biomass growth of trembling aspen. The models
were parameterized using data from the NCLAN and NHEERL-WED projects, which
were conducted in OTCs. The more recent observations were from experiments using
FACE technology, which is intended to provide conditions closer to natural environments
than OTC. Observations from these new experiments were exceptionally close to
predictions from the models. The accuracy of model predictions for two widely different
plant species, grown under very different conditions, provides support for the validity of
the models for crops and trees developed using the same methodology and data for other
species. However, variability observed among species in the NCLAN and NHEERL-
WED projects indicates that the range of sensitivity between and among species is likely
quite wide.

Results from several meta-analyses have provided approximate values for responses of
yield of soybean, wheat, rice and other crops under broad categories of exposure, relative
to charcoal-filtered air. Additional reports have summarized yield data for six crop
species under various broad comparative exposure categories, and reviewed 263 studies
that reported effects on tree biomass. However, these analyses have proved difficult to
compare with exposure-response models, especially given that exposure was not
expressed on the same W126 scale.

2.8 The Role of Tropospheric Ozone in Climate Change and UV-B
Effects

Atmospheric O; plays an important role in the Earth’s energy budget by interacting with
incoming solar radiation and outgoing infrared radiation. Tropospheric Os; makes up only
a small portion of the total column of O3, but it has important incremental effects on the
overall radiation budget. Chapter 10 assesses the specific role of tropospheric Os in the
earth’s radiation budget and how perturbations in tropospheric O; might affect (1) climate
through its role as a greenhouse gas, and (2) health, ecology and welfare through its role
in shielding the earth’s surface from solar ultraviolet (UV) radiation.
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2.8.1

Tropospheric Ozone as a Greenhouse Gas

Ozone is an important greenhouse gas, and increases in its abundance in the troposphere
may contribute to climate change according to the 2007 climate assessment by the
Intergovernmental Panel on Climate Change (IPCC). Models calculate that the global
burden of tropospheric O has doubled since the preindustrial era, while observations
indicate that in some regions O3 may have increased by factors as great as 4 or 5. These
increases are tied to the rise in emissions of Os precursors from human activity, mainly
fossil fuel consumption and agricultural processes.

Units shown are those typical for each quantity illustrated. Feedbacks from both the
climate response and climate impacts can, in turn, affect the abundance of tropospheric
03 and 03 precursors through multiple feedback mechanisms. Climate impacts are
deemphasized in the figure since these downstream effects are extremely complex and
outside the scope of this assessment.

Figure 2-5 shows the main steps involved in the influence of tropospheric O3 on climate.
Emissions of O3 precursors including CO, VOCs, CH,4, and NOx lead to production of
tropospheric Os. A change in the abundance of tropospheric Oz perturbs the radiative
balance of the atmosphere, an effect quantified by the radiative forcing (RF) metric. The
earth-atmosphere-ocean system responds to the forcing with a climate response, typically
expressed as a change in surface temperature. Finally, the climate response causes
downstream climate-related health and ecosystem impacts, such as redistribution of
diseases or ecosystem characteristics due to temperature changes. Feedbacks from both
the climate response and downstream impacts can, in turn, affect the abundance of
tropospheric Os; and O3 precursors through multiple feedback mechanisms as indicated in
Figure 2-5. Direct feedbacks are discussed in Section 10.2.3.4 while downstream climate
impacts and their feedbacks are extremely complex and outside the scope of this
assessment.

The impact of the tropospheric O; change since preindustrial times on climate has been
estimated to be about 25-40% of anthropogenic CO, impact and about 75% of
anthropogenic CH,4 impact according to the IPCC, ranking it third in importance among
the greenhouse gases. There are large uncertainties in the RF estimate attributed to
tropospheric O, however, making the impact of tropospheric Oz on climate more
uncertain than the impact of the long-lived greenhouse gases. Despite these uncertainties,
the evidence supports a causal relationship between changes in tropospheric O
concentrations and radiative forcing.

RF does not take into account the climate feedbacks that could amplify or dampen the
actual surface temperature response. Quantifying the change in surface temperature
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requires a complex climate simulation in which all important feedbacks and interactions
are accounted for. As these processes are not well understood or easily modeled, the
surface temperature response to a given RF is highly uncertain and can vary greatly
among models and from region to region within the same model. In light of these
uncertainties, the evidence supports a likely to be a causal relationship between
changes in tropospheric Oz concentrations and climate change.
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Schematic illustrating the effects of tropospheric O3 on climate
including the relationship between precursor emissions,
tropospheric O3 abundance, radiative forcing, climate response,
and climate impacts. Tropospheric Ozone and UV-B related effects

UV radiation emitted from the Sun contains sufficient energy when it reaches the Earth to
break (photolyze) chemical bonds in molecules, thereby leading to damaging effects on
living organisms and materials. Atmospheric O3 plays a crucial role in reducing exposure
to solar UV radiation at the Earth’s surface. Ozone in the stratosphere is responsible for
the majority of this shielding effect, as approximately 90% of total atmospheric Oz is
located there over mid-latitudes. Ozone in the troposphere provides supplemental
shielding of radiation in the wavelength band from 280-315 nm, referred to as UV-B
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radiation. UV-B radiation has important effects on human health and ecosystems, and is
associated with materials damage.

Adverse human health effects associated with solar UV-B radiation exposure include
erythema, skin cancer, ocular damage, and immune system suppression. A potential
human health benefit of increased UV-B exposure involves the UV-induced production
of vitamin D which may help reduce the risk of metabolic bone disease, type | diabetes,
mellitus, and rheumatoid arthritis, and may provide beneficial immunomodulatory effects
on multiple sclerosis, insulin-dependent diabetes mellitus, and rheumatoid arthritis.

Adverse ecosystem and materials damage effects associated with solar UV-B radiation
exposure include terrestrial and aquatic ecosystem impacts, alteration of biogeochemical
cycles, and degradation of man-made materials. Terrestrial ecosystem effects from
increased UV-B radiation include reduced plant productivity and plant cover, changes in
biodiversity, susceptibility to infection, and increases in natural UV protective responses.
In general, however, these effects are small for moderate UV-B increases at mid-
latitudes. Aquatic ecosystem effects from increased UV-B radiation include sensitivity in
growth, immune response, and behavioral patterns of aquatic organisms and the potential
for increased catalysis and mobility of trace metals. Biogeochemical cycles, particularly
the carbon cycle, can also be influenced by increased UV-B radiation with effects ranging
from UV-induced increases in CO, uptake through soil respiration to UV-induced release
of CO, through photodegradation of above-ground plant litter. Changes in solar UV
radiation may also have effects on carbon cycling and CO, uptake in the oceans as well
as release of dissolved organic matter from sediment and algae. Finally, materials damage
from increased UV-B radiation includes UV-induced photodegradation of wood and
plastics.

There is a lack of published studies that critically examine the incremental health or
welfare effects (adverse or beneficial) attributable specifically to changes in UV-B
exposure resulting from perturbations in tropospheric O; concentrations. The effects are
expected to be small and they cannot yet be critically assessed within reasonable
uncertainty. Overall, the evidence is inadequate to determine if a causal relationship
exists between tropospheric O; and UV-B related health and welfare effects.
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2.9 Summary of Causal Determinations for Health Effects and

Welfare Effects

This chapter has provided an overview of the underlying evidence used in making the
causal determinations for the health and welfare effects of Os. This review builds upon

the conclusions of the previous AQCDs for Os.

The evaluation of the epidemiologic, toxicological, and controlled human exposure
studies published since the completion of the 2006 O3 AQCD have provided additional
evidence for Os-related health outcomes. Table 2-3 provides an overview of the causal
determinations for all of the health outcomes evaluated. Causal determinations for O; and
welfare effects are included in Table 2-4, while causal determinations for climate change
and UV-B effects are in Table 2-5. Detailed discussions of the scientific evidence and
rationale for these causal determinations are provided in subsequent chapters of this ISA.

Table 2-3

Summary of ozone causal determinations by exposure duration
and health outcome

Health Outcome

Conclusions from 2006 O3 AQCD

Conclusions from
2011 1st Draft ISA

Short-Term Exposure to O3

Respiratory effects

The overall evidence supports a causal relationship between acute ambient O;
exposures and increased respiratory morbidity outcomes.

Causal Relationship

Cardiovascular effects

The limited evidence is highly suggestive that O3 directly and/or indirectly contributes to
cardiovascular-related morbidity, but much remains to be done to more fully
substantiate the association.

Suggestive of a Causal
Relationship

Central nervous system
effects

Toxicological studies report that acute exposures to O are associated with alterations in
neurotransmitters, motor activity, short and long term memory, sleep patterns, and
histological signs of neurodegeneration.

Suggestive of a Causal
Relationship

Mortality

The evidence is highly suggestive that O directly or indirectly contributes to non-
accidental and cardiopulmonary-related mortality.

Likely to be a Causal
Relationship

Long-term Exposure to O3

Respiratory effects

The current evidence is suggestive but inconclusive for respiratory health effects from
long-term O3 exposure.

Likely to be a Causal
Relationship

Cardiovascular Effects

No studies from previous review

Suggestive of a Causal
Relationship

Reproductive and
developmental effects

Limited evidence for a relationship between air pollution and birth-related health
outcomes, including mortality, premature births, low birth weights, and birth defects, with
little evidence being found for O; effects.

Suggestive of a Causal
Relationship

Central nervous system
effects

Evidence regarding chronic exposure and neurobehavioral effects was not available.

Suggestive of a Causal
Relationship

Cancer Little evidence for a relationship between chronic O3 exposure and increased risk of Inadequate to infer a
Causal Relationship
Mortality There is little evidence to suggest a causal relationship between chronic O3 exposure Suggestive of a Causal
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Table 2-4

Summary of ozone causal determination for welfare effects

Vegetation and
Ecosystem Effects

Conclusions from 2006 O3 AQCD

Conclusions from
2011 2nd Draft ISA

Visible Foliar Injury Effects on
Vegetation

Data published since the 1996 O; AQCD strengthen previous conclusions that
there is strong evidence that current ambient O; concentrations cause impaired
aesthetic quality of many native plants and trees by increasing foliar injury.

Causal Relationship

Reduced Vegetation Growth

Data published since the 1996 O; AQCD strengthen previous conclusions that
there is strong evidence that current ambient O; concentrations cause
decreased growth and biomass accumulation in annual, perennial and woody
plants, including agronomic crops, annuals, shrubs, grasses, and trees.

Causal Relationship

Reduced Productivity in
Terrestrial Ecosystems

There is evidence that Os is an important stressor of ecosystems and that the
effects of Oz on individual plants and processes are scaled up through the
ecosystem, affecting net primary productivity.

Causal Relationship

Reduced Carbon (C)
Sequestration in Terrestrial
Ecosystems

Limited studies from previous review

Likely to be a Causal
Relationship

Reduced Yield and Quality of
Agricultural Crops

Data published since the 1996 O; AQCD strengthen previous conclusions that
there is strong evidence that current ambient O; concentrations cause
decreased yield and/or nutritive quality in a large number of agronomic and
forage crops.

Causal Relationship

Alteration of Terrestrial
Ecosystem Water Cycling

Ecosystem water quantity may be affected by O3 exposure at the landscape
level.

Likely to be a Causal
Relationship

Alteration of Below-ground
Biogeochemical Cycles

Ozone-sensitive species have well known responses to Oz exposure, including
altered C allocation to below-ground tissues, and altered rates of leaf and root

production, turnover, and decomposition. These shifts can affect overall C and N

loss from the ecosystem in terms of respired C, and leached aqueous dissolved
organic and inorganic C and N.

Causal Relationship

Alteration of Terrestrial
Community Composition

Ozone may be affecting above- and below -ground community composition
through impacts on both growth and reproduction. Significant changes in plant
community composition resulting directly from O3 exposure have been
demonstrated.

Likely to be a Causal
Relationship

Table 2-5

UV-B effects

Summary of ozone causal determination for climate change and

Effects

Conclusions from 2006 O; AQCD

Conclusions from
2011 1st Draft ISA

Radiative Forcing

Climate forcing by Os at the regional scale may be its most important impact on climate.

Causal Relationship

Climate Change

While more certain estimates of the overall importance of global-scale forcing due to
tropospheric O3 await further advances in monitoring and chemical transport modeling,

the overall body of scientific evidence suggests that high concentrations of O3 on the
regional scale could have a discernable influence on climate, leading to surface
temperature and hydrological cycle changes.

Likely to be a Causal
Relationship

UV-B Related Health and
Welfare Effects

UV-B has not been studied in sufficient detail to allow for a credible health benefits
assessment. In conclusion, the effect of changes in surface-level O3 concentrations on

UV-induced health outcomes cannot yet be critically assessed within reasonable
uncertainty.
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3 ATMOSPHERIC CHEMISTRY AND AMBIENT
CONCENTRATIONS

3.1 Introduction
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In the stratosphere, O serves the beneficial role of blocking the Sun’s harmful ultraviolet
radiation and preventing the majority of this radiation from reaching the Earth’s surface.
In the troposphere, however, O3 and other photochemical oxidants are air pollutants with
potentially harmful effects on living organisms. This chapter discusses the atmospheric
chemistry associated with tropospheric O3 and other related photochemical oxidants and
provides a detailed description of their surface-level concentrations. The focus of this
chapter is on O3 since it is the NAAQS indicator for all photochemical oxidants. To the
extent possible, other photochemical oxidants are discussed, but limited information is
currently available. Although Oj is involved in reactions in indoor air, the focus in this
chapter will be on chemistry occurring in outdoor, ambient air.

The material in this chapter is organized as follows. Section 3.2 outlines the physical and
chemical processes involved in O; formation and removal. Section 3.3 describes the
latest methods used to model global O3 concentrations, and Section 3.4 describes the
application of these methods for estimating background concentrations of O5 that are
useful for risk and policy assessments informing decisions about the NAAQS. Section 3.1
includes a comprehensive description of available O3 monitoring techniques and
monitoring networks, while Section 3.6 presents information on the spatial and temporal
variability of O3 concentrations across the U.S. and their associations with other
pollutants using available monitoring data. Section 3.7 summarizes the main conclusions
of Chapter 3. Section 3.8 provides supplemental material for atmospheric model
predictions of background O3 concentrations described in Section 3.4; Section 3.9
contains supplemental material for model predictions of background O3 concentrations
using a more recent version of the atmospheric model described in Section 3.4; and
Section 3.10 contains supplemental figures of observed ambient Oz concentrations.

3.2 Physical and Chemical Processes

O3 in the troposphere is a secondary pollutant formed by photochemical reactions of
precursor gases and is not directly emitted from specific sources. Ozone and other
oxidants, such as PAN and H,0, form in polluted areas by atmospheric reactions
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involving two main classes of precursor pollutants: VOCs and NO.* Carbon monoxide
(CO) is also important for O3 formation in polluted areas and in the remote troposphere.
The formation of O3, other oxidants and oxidation products from these precursors is a
complex, nonlinear function of many factors including (1) the intensity and spectral
distribution of sunlight; (2) atmospheric mixing; (3) concentrations of precursors in the
ambient air and the rates of chemical reactions of these precursors; and (4) processing on
cloud and aerosol particles.

Ozone is present not only in polluted urban atmospheres, but throughout the troposphere,
even in remote areas of the globe. The same basic processes involving sunlight-driven
reactions of NOy, VOCs and CO contribute to O; formation throughout the troposphere.
These processes also lead to the formation of other photochemical products, such as
PAN, HNOs, and H,SO,, and to other compounds, such as HCHO and other carbonyl
compounds, and to secondary components of particulate matter.

Figure 3-1
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Schematic overview of photochemical processes influencing
stratospheric and tropospheric ozone.

! The term VOCs refers to all organic gas-phase compounds in the atmosphere, both biogenic and anthropogenic in origin. This
definition excludes CO and CO,. NOy, also referred to as nitrogen oxides, is equal to the sum of NO and NO..
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The processes responsible for producing summertime O3 episodes are fairly well
understood, and were covered in detail in the previous O; AQCD. This section focuses
on topics that form the basis for discussions in later chapters and for which there is
substantial new information since the previous Oz AQCD. A schematic overview of the
major photochemical cycles influencing Os in the troposphere and the stratosphere is
given in Figure 3-1.

Major episodes of high O3 concentrations in the eastern U.S. and in Europe are
associated with slow moving high pressure systems. High pressure systems during the
warmer seasons are associated with the sinking of air, resulting in warm, generally
cloudless skies, with light winds. The sinking of air results in the development of stable
conditions near the surface which inhibit or reduce the vertical mixing of O3 precursors.
The combination of inhibited vertical mixing and light winds minimizes the dispersal of
pollutants emitted in urban areas, allowing their concentrations to build up. Photochemi-
cal activity involving these precursors is enhanced because of higher temperatures and
the availability of sunlight during the warmer seasons. In the eastern U.S., concentrations
of O3 and other secondary pollutants are determined by meteorological and chemical
processes extending typically over areas of several hundred thousand square kilometers
(Civerolo et al., 2003; Rao et al., 2003). Ozone episodes are thus best regarded as

regional in nature. The conditions conducive to formation of high O3 can persist for
several days. These conditions have been described in greater detail in the 1996 and 2006
03 AQCDs (U.S. EPA, 2006b, 1996a). The transport of pollutants downwind of major
urban centers is characterized by the development of urban plumes. Mountain barriers

limit mixing (as in Los Angeles and Mexico City) and result in a higher frequency and
duration of days with high O3 concentrations. However, orographic lifting over the San
Gabriel Mountains results in O3 transport from Los Angeles to areas hundreds of
kilometers downwind (e.g., in Colorado and Utah) (Langford et al., 2009). Ozone
concentrations in southern urban areas (such as Houston, TX and Atlanta, GA) tend to
decrease with increasing wind speed. In northern U.S. cities (such as Chicago, IL;

New York, NY; Boston, MA; and Portland, ME), the average O3 concentrations over the
metropolitan areas increase with wind speed, indicating that transport of O3 and its

precursors from upwind areas is important (Schichtel and Husar, 2001; Husar and
Renard, 1998).

Aircraft observations indicate that there can be substantial differences in mixing ratios of
key species between the surface and the overlying atmosphere (Berkowitz and Shaw,
1997; Fehsenfeld et al., 1996). In particular, mixing ratios of O3 can be higher in the
lower free troposphere (aloft) than in the planetary boundary layer (PBL) during multiday
O3 episodes (Taubman et al., 2006; Taubman et al., 2004). Convective processes and

turbulence transport O3 and other pollutants both upward and downward throughout the
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planetary boundary layer and the free troposphere. During the day, convection driven by
heating of the earth’s surface results in a deeper PBL with vertically well mixed O3 and
precursors. As solar heating of the surface decreases going into night, the daytime
boundary layer collapses leaving behind O3 and its precursors in a residual layer above a
shallow nighttime boundary layer. Pollutants in the residual layer have now become
essentially part of the free troposphere, as described in Section AX2.3.2 of the 2006 O3
AQCD. Winds in the free troposphere tend to be stronger than those closer to the surface
and so are capable of transporting pollutants over long distances. Thus, O3 and its
precursors can be transported vertically by convection into the upper part of the mixed
layer on one day, then transported overnight as a layer of elevated mixing ratios, and then
entrained into a growing convective boundary layer downwind and brought back down to
the surface.

High O3 concentrations showing large diurnal variations at the surface in southern New
England were associated with the presence of such layers (Berkowitz et al., 1998). Winds
several hundred meters above the ground can bring pollutants from the west, even though
surface winds are from the southwest during periods of high O3 in the eastern U.S.
(Blumenthal et al., 1997). These considerations suggest that in many areas of the U.S., O;
and its precursors can be transported over hundreds if not thousands of kilometers.

Nocturnal low level jets (LLJs) are an efficient means for transporting pollutants over
hundreds of kilometers that have been entrained into the residual boundary layer. LLJs
are most prevalent in the central U.S. extending northward from eastern Texas, and along
the Atlantic states extending southwest to northeast. LLJs have also been observed off the
coast of California. Turbulence induced by wind shear associated with LLJs brings
pollutants to the surface and results in secondary O; maxima during the night and early
morning in many locations (Corsmeier et al., 1997). Comparison of observations at low-
elevation surface sites with those at nearby high-elevation sites at night can be used to
discern the effects of LLJs. For example, Fischer et al. (2004) found occasions when O,
at the base of Mt. Washington during the night was much higher than typically observed,
and closer to those observed at the summit of Mt. Washington. They suggested that
mechanically driven turbulence due to wind shear caused O3 from aloft to penetrate the
stable nocturnal inversion thus causing O to increase near the base of Mt. Washington.
The high wind speeds causing this mechanically driven turbulence could have resulted
from the development of an LLJ. Stratospheric intrusions and intercontinental transport
of O3 are also important and are covered in Section 3.4 in relation to policy relevant
background concentrations.
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3.2.1

Sources of Precursors Involved in Ozone Formation

Emissions of O3 precursor compounds (NOy, VOCs, and CO) can be divided into natural
and anthropogenic source categories. Natural sources can be further divided into biogenic
from vegetation, microbes, and animals, and abiotic from biomass burning, lightning, and
geogenic sources. However, the distinction between natural and anthropogenic sources is
often difficult to make in practice, as human activities directly or indirectly affect
emissions from what would have been considered natural sources during the preindustrial
era. Thus, emissions from plants and animals used in agriculture have been referred to as
anthropogenic or biogenic in different applications. Wildfire emissions can be considered
natural, except that forest management practices can lead to buildup of fuels on the forest
floor, thereby altering the frequency and severity of forest fires.

Estimates of emissions for NOx, VOCs, and CO (U.S. EPA, 2008a) are shown in

Figure 3-2 to provide a general indication of the relative importance of the different
sources in the U.S. as a whole. The magnitudes of the sources are strongly location and
time dependent and so should not be used to apportion sources of exposure. Shown in
Figure 3-2 are Tier 1 categories. The miscellaneous category can be quite large compared
to total emissions, especially for CO and VOCs. The miscellaneous category includes

agriculture and forestry, wildfires, prescribed burns, and a much more modest
contribution from structural fires.

Anthropogenic NOyx emissions are associated with combustion processes. Most
emissions are in the form of NO, which is formed at high combustion temperatures from
atmospheric nitrogen (N,) and oxygen (O,) and from fuel nitrogen (N). According to the
2005 National Emissions Inventory (U.S. EPA, 2008a), the largest sources of NOyx are
on- and off-road mobile sources and electric power generation plants. Emissions of NOy

therefore are highest in areas having a high density of power plants and in urban regions
having high traffic density. Dallman and Harley (2010) compared NOyx emissions
estimates from the National Emissions Inventory, mobile sector data (U.S. EPA, 2008a)
with an alternative method based on fuel consumption and found reasonable agreement in
total U.S. anthropogenic emissions between the two techniques (to within about 5%).

However, emissions from on-road diesel engines in the fuel based inventory constituted
46% of total mobile source NOy compared to 35% in the EPA inventory. As a result,
emissions from on-road diesel engines in the fuel based approach are even larger than
electric power generation as estimated in the 2005 NEI, and on-road diesel engines might
represent the largest single NOx source category. Differences between the two techniques
are largely accounted for by differences in emissions from on-road gasoline engines.
Uncertainties in the fuel consumption inventory ranged from 3% for on-road gasoline
engines to 20% for marine sources, and in the EPA inventory uncertainties ranged from
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16% for locomotives to 30% for off-road diesel engines. It should be noted that the on-
road diesel engine emissions estimate by Dallman and Harley (2010) is still within the

uncertainty of the EPA estimate (22%).
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7

Figure 3-2 Estimated anthropogenic emissions of ozone precursors for 2005.

Major natural sources of NOx in the U.S. include lightning, soils, and wildfires.
Uncertainties in natural NOx emissions are much larger than for anthropogenic NOx
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emissions. Fang et al. (2010) estimated lightning generated NOx of ~0.6 MT for July
2004. This value is ~40% of the anthropogenic emissions for the same period, but Fang et
al. estimated that ~98% is formed in the free troposphere and so contributions to the
surface NOy burden are low because most of this NOy is oxidized to nitrate containing
species during downward transport into the planetary boundary layer. The remaining 2%
is formed within the planetary boundary layer. Both nitrifying and denitrifying organisms
in the soil can produce NOx, mainly in the form of NO. Emission rates depend mainly on
fertilization amount and soil temperature and moisture. Nationwide, about 60% of the
total NOx emitted by soils is estimated to occur in the central corn belt of the U.S. Spatial
and temporal variability in soil NOyx emissions leads to considerable uncertainty in
emissions estimates. However, these emissions are relatively low, only ~0.97 MT/year, or
about 6% of anthropogenic NOy emissions. However, these emissions occur mainly
during summer when O3 is of most concern.

Hundreds of VOCs, containing mainly 2 to ~12 carbon (C) atoms, are emitted by
evaporation and combustion processes from a large number of anthropogenic sources.
The two largest anthropogenic source categories in the U.S. EPA’s emissions inventories
are industrial processes and transportation. Emissions of VOCs from highway vehicles
account for roughly two-thirds of the transportation-related emissions. The accuracy of
VOC emission estimates is difficult to determine, both for stationary and mobile sources.
Evaporative emissions, which depend on temperature and other environmental factors,
compound the difficulties of assigning accurate emission factors. In assigning VOC
emission estimates to the mobile source category, models are used that incorporate
numerous input parameters (e.g., type of fuel used, type of emission controls, and age of
vehicle), each of which has some degree of uncertainty.

On the U.S. and global scales, emissions of VOCs from vegetation are much larger than
those from anthropogenic sources. Emissions of VOCs from anthropogenic sources in the
2005 NEI were ~17 MT/year (wildfires constitute ~1/6 of that total and were included in
the 2005 NEI under the anthropogenic category, but see Section 3.4 for how wildfires are
treated for background.), but were 29 MT/year from biogenic sources. Uncertainties in
both biogenic and anthropogenic VOC emission inventories prevent determination of the
relative contributions of these two categories, at least in many areas. Vegetation emits
significant quantities of VOCs, such as terpenoid compounds (isoprene, 2-methyl-3-
buten-2-ol, monoterpenes), compounds in the hexanal family, alkenes, aldehydes, organic
acids, alcohols, ketones, and alkanes. The major chemicals emitted by plants are isoprene
(40%), other terpenoid and sesqui-terpenoid compounds (25%) and the remainder
consists of assorted oxygenated compounds and hydrocarbons according to the 2005 NEI.
Coniferous forests represent the largest source on a nationwide basis because of their
extensive land coverage. Most biogenic emissions occur during the summer because of
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their dependence on temperature and incident sunlight. Biogenic emissions are also
higher in southern states than in northern states for these reasons and because of species
variations. The uncertainty in natural emissions is about 50% for isoprene under midday
summer conditions and could be as much as a factor of ten higher for some compounds
(Guenther et al., 2000). In EPA’s regional modeling efforts, biogenic emissions of VOCs
are estimated using the BEIS model (U.S. EPA, 2010b) with data from the Biogenic
Emissions Landcover Database (BELD) and annual meteorological data. However, other
emissions models are used such as MEGAN (Model of Emissions of Gases and Aerosols
from Nature) (Guenther et al., 2006), especially in global modeling efforts.

Anthropogenic CO is emitted primarily by incomplete combustion of carbon-containing
fuels. In general, any increase in fuel O, content, burn temperature, or mixing time in the
combustion zone will tend to decrease production of CO relative to CO,. However, it
should be noted that controls mute the response of CO formation to fuel-oxygen. CO
emissions from large fossil-fueled power plants are typically very low since the boilers at
these plants are tuned for highly efficient combustion with the lowest possible fuel
consumption. Additionally, the CO-to-CO, ratio in these emissions is shifted toward CO,
by allowing time for the furnace flue gases to mix with air and be oxidized by OH to CO,
in the hot gas stream before the OH concentrations drop as the flue gases cool,.
Nationally, on-road mobile sources constituted about half of total CO emissions in the
2005 NEI. When emissions from non-road vehicles are included, it can be seen from
Figure 3-2 that all mobile sources accounted for about three-quarters of total
anthropogenic CO emissions in the U.S.

Analyses by Harley et al. (2005) and Parrish (2006) are consistent with the suggestion in
Pollack et al. (2004) that the EPA MOBILES6 vehicle emissions model (U.S. EPA, 2010d)
overestimates vehicle CO emissions by a factor of ~2. Field measurements by Bishop and
Stedman (2008) were in accord with Parrish’s (2006) findings that the measured trends of
CO and NOy concentrations from mobile sources in the U.S. indicated that modeled CO
emission estimates were substantially too high. Hudman et al. (2008) found that the NEI
overestimated anthropogenic CO emissions by 60% for the eastern U.S. during the period
July 1-August 15, 2004 based on comparison of aircraft observations of CO from the
International Consortium for Atmospheric Research on Transport and Transformation
(ICARTT) campaign (Fehsenfeld et al., 2006) and results from a tropospheric chemistry
model (GEOS-Chem). Improvements in emissions technologies not correctly represented
in MOBILE emission models have been suggested as one cause for this discrepancy. For
example, Pokharel et al. (2003, 2002) demonstrated substantial decrements in the CO
fraction of tailpipe exhaust in several U.S. cities and Burgard et al. (2006) documented
improvements in emission from heavy-duty on-road diesel engines. Some of the largest

Draft — Do Not Cite or Quote 3-8 September 2011


http://hero.epa.gov/index.cfm?action=search.view&reference_id=25002
http://hero.epa.gov/index.cfm?action=search.view&reference_id=677538
http://hero.epa.gov/index.cfm?action=search.view&reference_id=607080
http://hero.epa.gov/index.cfm?action=search.view&reference_id=88154
http://hero.epa.gov/index.cfm?action=search.view&reference_id=90352
http://hero.epa.gov/index.cfm?action=search.view&reference_id=184461
http://hero.epa.gov/index.cfm?action=search.view&reference_id=677539
http://hero.epa.gov/index.cfm?action=search.view&reference_id=194670
http://hero.epa.gov/index.cfm?action=search.view&reference_id=90352
http://hero.epa.gov/index.cfm?action=search.view&reference_id=191253
http://hero.epa.gov/index.cfm?action=search.view&reference_id=190531
http://hero.epa.gov/index.cfm?action=search.view&reference_id=53740
http://hero.epa.gov/index.cfm?action=search.view&reference_id=52473
http://hero.epa.gov/index.cfm?action=search.view&reference_id=193222

N

© 00 N O O W

10
11
12
13

14
15
16
17
18
19
20
21

22
23
24
25
26
27

28
29
30
31
32
33
34

errors in the MOBILE models are addressed in the successor model, MOVES (U.S. EPA
2011e).

Estimates of biogenic CO emissions in the 2005 NEI are made in a manner similar to that
for VOCs. National biogenic emissions, excluding fires, were estimated to contribute
~7% and wildfires added another ~16% to the national CO emissions total.
Photodecomposition of organic matter in oceans, rivers, lakes, and other surface waters,
and from soil surfaces also releases CO (Goldstein and Galbally, 2007). However, soils

can act as a CO source or a sink depending on soil moisture, UV flux reaching the soil
surface, and soil temperature (Conrad and Seiler, 1985). Soil uptake of CO is driven by

anaerobic bacteria (Inman et al., 1971). Emissions of CO from soils appear to occur by
abiotic processes, such as thermo- or photodecomposition of organic matter. In general,
warm and moist conditions found in most soils favor CO uptake, whereas hot and dry
conditions found in deserts and some savannas favor the release of CO (King, 1999).

3.2.2

Gas Phase Reactions Leading to Ozone Formation

Photochemical processes involved in O; formation have been extensively reviewed in a
number of books (Jacobson, 2002; Jacob, 1999; Seinfeld and Pandis, 1998; Finlayson-
Pitts and Pitts, 1986) and in the previous O3 AQCDs. The photochemical formation of O,
in the troposphere proceeds through the oxidation of NO to nitrogen dioxide (NO,) by
organic (RO,) or hydro-peroxy (HO,) radicals. The photolysis of NO, yields NO and a
ground-state oxygen atom, O(°P), which then reacts with molecular oxygen to form Os.
Free radicals oxidizing NO to NO, are formed during the oxidation of VOCs (Annex
AX2.2.2 in the 2006 O3 AQCD) (U.S. EPA, 2006b).

VOCs important for the photochemical formation of O3 include alkanes, alkenes,
aromatic hydrocarbons, carbonyl compounds (e.g., aldehydes and ketones), alcohols,
organic peroxides, and halogenated organic compounds (e.g., alkyl halides). This array of
compounds encompasses a wide range of chemical properties and lifetimes: isoprene has
an atmospheric lifetime of approximately an hour, whereas methane has an atmospheric
lifetime of about a decade.

In urban areas, compounds representing all classes of VOCs and CO are important for O
formation. In nonurban vegetated areas, biogenic VOCs emitted from vegetation tend to
be the most important. In the remote troposphere, methane (CH,4) and CO are the main
carbon-containing precursors to O formation. The oxidation of VOCs is initiated mainly
by reaction with hydroxyl (OH) radicals. The primary source of OH radicals in the
atmosphere is the reaction of electronically excited O atoms, O(*D), with water vapor.
O(*D) is produced by the photolysis of O in the Hartley bands. In polluted areas, the
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photolysis of aldehydes (e.g., HCHO), HONO and H,O, can also be significant sources
of OH, or HO,, radicals that can rapidly be converted to OH (Eisele et al., 1997). O3 can
oxidize alkenes, as can NOj3 radicals. NO; radicals are most effective at night when they
are most abundant. In coastal environments and other selected environments, atomic Cl
and Br radicals can also initiate the oxidation of VOCs (Annex AX2.2.3 in the 2006 O3
AQCD) (U.S. EPA, 2006b). It should also be emphasized that the reactions of
oxygenated VOCs are important components of O; formation (Annex AX2.2.9 in the
2006 O3 AQCD) (U.S. EPA, 2006b). They may be present in ambient air not only as the
result of the atmospheric oxidation of hydrocarbons but also by direct emissions. For
example, motor vehicles and some industrial processes emit formaldehyde (Rappengliick

et al., 2009) and vegetation emits methanol.

There are a large number of oxidized N-containing compounds in the atmosphere
including NO, NO,, NO3, HNO,, HNO3, N,Os, HNO,4, PAN and its homologues, other
organic nitrates, such as alkyl nitrates, isoprene nitrates and particulate nitrate.
Collectively these species are referred to as NOy. Oxidized nitrogen compounds are
emitted to the atmosphere mainly as NO which rapidly interconverts with NO, and so
NO and NO, are often “lumped” together into their own group or family, which is
referred to as NOy. All the other species mentioned above in the definition of NOy are
products of NOy reactions are referred to as NOz, such that NOy = NOx + NOz. The
major reactions involving interconversions of oxidized N species were covered in the
2006 O3 AQCD (Annex AX2.2.4). Mollner et al. (2010) identified pernitrous acid
(HOONO), an unstable isomer of nitric acid, as a product of the major gas phase reaction
forming HNOs. However, since pernitrous acid is unstable, it is not a significant reservoir
for NOy. This finding stresses the importance of identifying products in addition to
measuring the rate of disappearance of reactants in kinetic studies.

The photochemical cycles by which the oxidation of hydrocarbons leads to O3 production
are best understood by considering the oxidation of methane, structurally the simplest
VOC. The CH, oxidation cycle serves as a model for the chemistry of the relatively clean
or unpolluted troposphere (although this is a simplification because vegetation releases
large quantities of complex VOCs, such as isoprene, into the atmosphere). In the polluted
atmosphere, the underlying chemical principles are the same, as discussed in the 2006 O,
AQCD (U.S. EPA, 2006b) (Annex AX2.2.5). The conversion of NO to NO, occurring
with the oxidation of VOCs is accompanied by the production of O3 and the efficient
regeneration of the OH radical, which in turn can react with other VOCs as shown in
Figure 3-1.

The oxidation of alkanes and alkenes in the atmosphere has been treated in depth in the
1996 O; AQCD and was updated in the 2006 O3 AQCD (Annexes AX2.2.6 and
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AX2.2.7). In contrast to simple hydrocarbons containing one or two C atoms, detailed
kinetic information about the gas phase oxidation pathways of many anthropogenic
hydrocarbons (e.g., aromatic compounds such as benzene and toluene), biogenic
hydrocarbons (e.g., isoprene, the monoterpenes), and their intermediate oxidation
products (e.g., epoxides, nitrates, and carbonyl compounds) is lacking. Reaction with OH
radicals represents the major loss process for alkanes. Reaction with chlorine (CI) atoms
is an additional sink for alkanes. Stable products of alkane photooxidation are known to
include carbonyl compounds, alkyl nitrates, and d-hydroxycarbonyls. Major uncertainties
in the atmospheric chemistry of the alkanes concern the chemistry of alkyl nitrate
formation; these uncertainties affect the amount of NO-to-NO, conversion occurring and,
hence, the amounts of O; formed during photochemical degradation of the alkanes.

The reaction of OH radicals with aldehydes produced during the oxidation of alkanes
forms acyl (R'CO) radicals, and acyl peroxy radicals (R"C(0)—0,) are formed by the
further addition of O,. As an example, the oxidation of ethane (C,Hs—H) yields
acetaldehyde (CH3;—CHO). The reaction of CH;—CHO with OH radicals yields acetyl
radicals (CH3;—CO). The acetyl radicals will then participate with O, in a termolecular
recombination reaction to form acetyl peroxy radicals, which can then react with NO to
form CH; + CO,, or they can react with NO, to form PAN. PAN acts as a temporary
reservoir for NO,. Upon the thermal decomposition of PAN, either locally or elsewhere,
NO; is released to participate in the O3 formation process again.

Alkenes react in ambient air with OH, NO3, and Cl radicals and with O5. All of these
reactions are important atmospheric transformation processes, and all proceed by initial
addition to the carbon double bonds. Major products of alkene photooxidation include
carbonyl compounds. Hydroxynitrates and nitratocarbonyls, and decomposition products
from the energy-rich biradicals formed in alkene-Oj; reactions are also produced. Major
uncertainties in the atmospheric chemistry of the alkenes concern the products and
mechanisms of their reactions with O3, especially the yields of free radicals that
participate in O; formation. Examples of oxidation mechanisms of complex alkanes and
alkenes can be found in comprehensive texts such as Seinfeld and Pandis (1998). Apart
from the effects of the oxidation of isoprene on production of free radicals and O3
formation, isoprene nitrates appear to play an important role as NOy reservoirs over the
eastern U.S. (e.qg., Perring et al., 2009). Their decomposition leads to the recycling of
NOy, which can participate in the O3 formation process again as was the case with

decomposition of PAN and the even more unstable pernitrous acid. Although the
photochemistry of isoprene is crucial for understanding ozone formation, major
uncertainties in its oxidation pathways still exist. Issues concern the lack of regeneration
of OH + HO, radicals especially in low NOx (<~ 1 ppb) environments. The
isomerization of the isoprene hydroxy-peroxy radicals that are formed after initial OH
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attack and subsequent reactions could resolve this problem (Peeters and Muller, 2010;
Peeters et al., 2009) and result in increases in OH concentrations from 20 to 40% over the
southeastern U.S. (Archibald et al., 2011). Hofzumahaus et al. (2009) also found under
predictions of OH in the Pearl River Delta. They also note that the sequence of reactions
beginning with OH attack on VOCs introduces enormous complexity which is far from
being explored.

The oxidation of aromatic hydrocarbons constitutes an important component of the
chemistry of O3 formation in urban atmospheres (Annex AX2.2.8 in the 2006 O; AQCD)
(U.S. EPA, 2006b). Virtually all of the important aromatic hydrocarbon precursors
emitted in urban atmospheres are lost through reaction with the hydroxyl radical. Loss
rates for these compounds vary from slow (e.g., benzene) to moderate (e.g., toluene), to
very rapid (e.g., Xylene and trimethylbenzene isomers). However, the mechanism for the
oxidation of aromatic hydrocarbons following reaction with OH is poorly understood, as
is evident from the poor mass balance of the reaction products. The mechanism for the
oxidation of toluene has been studied most thoroughly, and there is general agreement on
the initial steps in the mechanism. However, at present there is no promising approach for
resolving the remaining issues concerning the later steps. The oxidation of aromatic
hydrocarbons also leads to particle formation that could remove gas-phase constituents
that participate in O formation.

Adequate analytical techniques needed to identify and quantify key intermediate species
are not available for many compounds. In addition, methods to synthesize many of the
suspected intermediate compounds are not available so that laboratory studies of their
reaction kinetics cannot be performed. Similar considerations apply to the oxidation of
biogenic hydrocarbons besides isoprene. These considerations are important because
oxidants, other than O, that are formed from the chemistry described above could exert
effects on human health and perhaps also on vegetation (Doyle et al., 2007; Doyle et al.,
2004; Sexton et al., 2004). Gas phase oxidants include PAN, H,O,, CH;OOH and other
organic hydroperoxides.

Ozone is lost through a number of gas phase reactions and deposition to surfaces. The
reaction of Oz with NO to produce NO,, e.g., in urban centers near roads, mainly results
in the recycling of O; downwind via the recombination of O(3P) with O, to re-form Os.
By itself, this reaction does not lead to a net loss of O3 unless the NO, is converted to
stable end products such as HNO3. Ozone reacts with unsaturated hydrocarbons and with
OH and HO,, radicals.

Perhaps the most recent field study aimed at obtaining a better understanding of
atmospheric chemical processes was the Second Texas Air Quality Field Study
(TexAQS-I1) conducted in Houston in August and September 2006 (Olaguer et al., 2009).
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The TexAQS-11 Radical and Aerosol Measurement Project (TRAMP) found evidence for
the importance of short-lived radical sources such as HCHO and HONO in increasing O3
productivity. During TRAMP, daytime HCHO pulses as large as 32 ppb were observed
and attributed to industrial activities upwind in the Houston Ship Channel (HSC) and
HCHO peaks as large as 52 ppb were detected by in-situ surface monitors in the HSC.
Primary HCHO produced in flares from local refineries and petrochemical facilities could
increase peak O3 by ~30 ppb (Webster et al., 2007). Other findings from TexAQS-II
included significant concentrations of HONO during the day, with peak concentrations
approaching 1 ppb at local noon. These concentrations are well in excess of current air
quality model predictions using gas phase mechanisms alone (Sarwar et al., 2008) and
multiphase processes are needed to account for these observations. Olaguer et al. (2009)
also noted that using measured HONO brings modeled O3 concentrations into much
better agreement with observations and could result in the production of an additional

10 ppb Os. Large nocturnal vertical gradients indicating a surface or near-surface source
of HONO, and large concentrations of night-time radicals (~30 ppt HO,) were also found
during TRAMP.

3.2.3

Multiphase Processes

In addition to reactions occurring in the gas phase, reactions occurring on the surfaces of
or within cloud droplets and airborne particles also occur. Their collective surface area is
huge, implying that collisions with gas phase species occur on very short time scales. In
addition to hydrometeors (e.g., cloud and fog droplets and snow and ice crystals) there
are also potential reactions involving atmospheric particles of varying composition (e.g.,
wet [deliquesced] inorganic particles, mineral dust, carbon chain agglomerates and
organic carbon particles) to consider. Multiphase reactions are involved in the formation
of a number of species such as particulate nitrate, and gas phase HONO that can act to
both increase and reduce the rate of O3 formation in the polluted troposphere. Data
collected in Houston as part of TexAQS-Il summarized by Olaguer et al. (2009) indicate
that concentrations of HONO are much higher than can be explained by gas phase
chemistry and by tailpipe emissions; and that the photolysis of HONO formed in
multiphase reactions in addition to the other sources can help narrow the discrepancy
between observed and predicted production of O;. However, removal of HOx and NOy
onto hydrated particles will reduce the production of Os.

Multi-phase processes have been associated with the release of gaseous halogen
compounds from marine aerosol, mainly in marine and coastal environments. However,
Thornton et al. (2010) found production rates of gaseous nitryl chloride near Boulder, CO
from reaction of N,Os with particulate CI', similar to those found in coastal and marine
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environments. CINO, readily photolyzes to yield Cl. They also found that substantial
guantities of N,Os are recycled through CINO, back into NO instead of forming HNO;
(a stable reservoir for reactive nitrogen compounds). The oxidation of hydrocarbons by
Cl radicals released from the marine aerosol could lead to the rapid formation of peroxy
radicals and higher rates of O3 production in selected coastal environments and in
continental environments. It should be noted that in addition to production from marine
aerosol, reactive halogen species are also produced by the oxidation of halogenated
organic compounds (e.g., CH3Cl, CH;3Br, and CH;l). The atmospheric chemistry of
halogens is complex because CI, Br and | containing species can react among themselves
and with hydrocarbons and other species and could also be important for O3 destruction,
as has been noted for the lower stratosphere (McElroy et al., 1986; Yung et al., 1980).
For example, the reactions of Br and CI containing radicals deplete O3 in selected
environments such as the Arctic during the spring (Barrie et al., 1988), the tropical
marine boundary layer (Dickerson et al., 1999), and inland salt flats and salt lakes (Stutz
et al., 2002). Mahajan et al. (2010) found that | and Br species acting together resulted in
O3 depletion that was much larger than would have been expected if they acted
individually and did not interact with each other (see Section AX2.2.10.3). It should be
stressed that knowledge of multiphase processes is still evolving and there are still many
guestions that remain to be answered. However, it is becoming clear that multiphase
processes are important for O; chemistry.

Reactions of O3 with monoterpenes have been shown to produce oxidants in the aerosol
phase, principally as components of ultrafine particles. Docherty et al. (2005) found
evidence for the substantial production of organic hydroperoxides in secondary organic
aerosol (SOA) resulting from the reaction of monoterpenes with O3. Analysis of the SOA
formed in their environmental chamber indicated that the SOA consisted mainly of
organic hydroperoxides. In particular, they obtained yields of 47% and 85% of organic
peroxides from the oxidation of a- and B-pinene. The hydroperoxides then react with
aldehydes in particles to form peroxyhemiacetals, which can either rearrange to form
other compounds such as alcohols and acids or revert back to the hydroperoxides. The
aldehydes are also produced in large measure during the ozonolysis of the monoterpenes.
Monoterpenes also react with OH radicals resulting in the production of more
lower-molecular-weight products than in the reaction with monoterpenes and Os. Bonn et
al. (2004) estimated that hydroperoxides lead to 63% of global SOA formation from the
oxidation of terpenes. The oxidation of anthropogenic aromatic hydrocarbons by OH
radicals could also produce organic hydroperoxides in SOA (Johnson et al., 2004).
Recent measurements show that the abundance of oxidized SOA exceeds that of more
reduced hydrocarbon like organic aerosol in Pittsburgh (Zhang et al., 2005) and in about
30 other cities across the Northern Hemisphere (Zhang et al., 2007b). Based on aircraft
and ship-based sampling of organic aerosols over coastal waters downwind of
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northeastern U.S. cities, de Gouw et al. (2008) reported that 40-70% of measured organic
mass was water soluble and estimated that approximately 37% of SOA is attributable to
aromatic precursors, using PM vyields estimated for NOx-limited conditions.
Uncertainties still exist as to the pathways by which the oxidation of isoprene leads to the
formation of SOA. Noziere et al. (2011) found that a substantial fraction of 2-
methyltetrols are primary in origin, although these species have been widely viewed
solely as products of the atmospheric oxidation of isoprene. This finding points to
lingering uncertainty in reaction pathways in the oxidation of isoprene and in estimates of
the yield of SOA from isoprene oxidation.

Reactions of O3 on the surfaces of particles, in particular those with humic acid like
composition, are instrumental in the processing of SOA and the release of
low-molecular-weight products such as HCHO (D'Anna et al., 2009). However, direct
reactions of Oz and atmospheric particles appear to be too slow to represent a major O,
sink in the troposphere (D'Anna et al., 2009).

3.2.3.1 Indoor Air

Except when activities such as photocopying or welding are occurring, the major source
of O to indoor air is through infiltration of outdoor air. Reactions involving ambient O3
with NO either from exhaled breath or from gas-fired appliances, surfaces of furnishings
and terpenoid compounds from cleaning products, air fresheners and wood products also
occur in indoor air as was discussed in the previous Oz AQCD. The previous O; AQCD
also noted that the ozonolysis of terpenoid compounds could be a significant source of
secondary organic aerosol in the ultrafine size fraction. Chen et al. (2011) examined the
formation of secondary organic aerosol from the reaction of O3 that has infiltrated
indoors with terpenoid components of commonly used air fresheners. They focused on
the formation and decay of particle bound reactive oxygen species (ROS) and on their
chemical properties. They found that the ROS content of samples can be decomposed
into fractions that differ in terms of reactivity and volatility, however the overall ROS
content of samples decays and over 90% is lost within a day at room temperature. This
result also suggests loss of ROS during sampling periods longer than a couple of hours.

3.24

Temperature and Chemical Precursor Relationships

As might be expected based on the temperature dependence of many reactions involved
in the production and destruction of O3 and the temperature dependence of emissions
processes such as evaporation of hydrocarbon precursors and the emissions of
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biogenically important precursors such as isoprene, ambient concentrations of O3 also
show temperature dependence. Bloomer et al. (2009) determined the sensitivity of O3 to
temperature at rural sites in the eastern U.S. They found that O3 increased on average at
rural (CASTNET) sites by ~3.2 ppbv/°C before 2002, and after 2002 by ~2.2 ppbv/°C.
This change in sensitivity was largely the result of reductions in NOy emissions from
power plants. These results are in accord with model predictions by Wu et al. (2008a)
showing that the sensitivity of O3 to temperature decreases with decreases in precursor
emissions. However, this study was basically confined to the eastern U.S., but results
from sites downwind of Phoenix, AZ showed basically no sensitivity of O3 to
temperature (R°=0.02) (U.S. EPA, 2006b). However, Wise and Comrie (2005) did find
that meteorological parameters (mixing height and temperature) typically accounts for 40
to 70% of the variability in O; in the five southwestern cities (including Phoenix) they
examined. It is likely that differences in the nature of sites chosen (urban vs. rural)
accounted for this difference and is at least partially responsible for the difference in
results. Jaffe et al. (2008) regressed O3 on temperature at Yellowstone and Rocky
Mountain NP and found weak associations (R? = 0.09 and 0.16). They found that
associations with area burned by wildfires are much stronger. These results demonstrate
that the associations of O3 with temperature are not as clear in the West as they might be
in the East. Other sources as discussed in Section 3.4 might also be more important in the
West than in the East.

The warmer months of the year are generally regarded as being the most conducive to
higher O; concentrations. However, Schnell et al. (2009) reported observations of high
O3 concentrations (maximum 1-h avg of 140 ppb; maximum 8-h avg of 120 ppb) in the
Jonah-Pinedale gas fields in Wyoming during winter at temperatures of -17°C. Potential
factors contributing to these anomalously high concentrations include a highly reflective
snow surface, emissions of short-lived radical reservoirs (e.g., HONO and HCHO) and a
very shallow, stable boundary layer trapping these emissions (Schnell et al., 2009).
Multiphase processes might also be involved in the production of these short-lived
reservoirs. At a temperature of -17°C, the production of hydroxyl radicals (by the
photolysis of O; yielding O'D followed by the reaction, O(*D) + H,0, needed to initiate
hydrocarbon oxidation) is severely limited, suggesting that another source of free radicals
is needed. Radicals can be produced by the photolysis of molecules such as HONO and
HCHO which photolyze in optically thin regions of the solar spectrum. A similar issue, in
part due to the under-prediction of free radicals, has arisen in the Houston airshed where
chemistry transport models under-predict O3 (Olaguer et al., 2009).

Rather than varying directly with emissions of its precursors, Oz changes in a nonlinear
fashion with the concentrations of its precursors. At the low NOy concentrations found in
remote continental areas to rural and suburban areas downwind of urban centers (low-
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NOy regime), the net production of O3 typically increases with increasing NOyx. At the
high NOx concentrations found in downtown metropolitan areas, especially near busy
streets and roads, and in power plant plumes, there is scavenging (titration) of O3 by
reaction with NO (high-NOx regime). In between these two regimes, there is a transition
stage in which O3 shows only a weak dependence on NOy concentrations.

In the low-NOy regime described above, the overall effect of the oxidation of VOCs is to
generate (or at least not consume) free radicals, and O3 production varies directly with
NOy. In the high-NOx regime, NO, scavenges OH radicals which would otherwise
oxidize VOCs to produce peroxy radicals, which in turn would oxidize NO to NO,. In
this regime, O3 production is limited by the availability of free radicals. The production
of free radicals is in turn limited by the availability of solar UV radiation capable of
photolyzing O (in the Hartley bands) or aldehydes and/or by the abundance of VOCs
whose oxidation produce more radicals than they consume. There are a number of ways
to refer to the chemistry in these two chemical regimes. Sometimes the terms VOC-
limited and NO-limited are used. However, there are difficulties with this usage because
(1) VOC measurements are not as abundant as they are for nitrogen oxides; (2) rate
coefficients for reaction of individual VOCs with free radicals vary over an extremely
wide range; and (3) consideration is not given to CO nor to reactions that can produce
free radicals without involving VOCs. The terms NOx-limited and NOx-saturated (Jaegle
et al., 2001) will be used wherever possible to more adequately describe these two

regimes. However, the terminology used in original articles will also be used here. In
addition to these two regimes, there is also a “very low NOyx regime” in the remote
marine troposphere in which NOy concentrations are less than about 20 ppt. Under these
very low NOy conditions, which are not likely to be found in the U.S, HO, and CH;0,
radicals react with each other and HO, radicals undergo self-reaction (to form H,05,),
and OH and HO, react with O3, leading to net destruction of O3 and inefficient OH
radical regeneration by comparison with much higher NOy concentrations found in
polluted areas. In polluted areas, HO, and CH;O, radicals react with NO to convert NO
to NO,, regenerate the OH radical, and, through the photolysis of NO,, produce O3 as
noted in 2006 O3 AQCD (U.S. EPA, 2006b) (Annex AX2.2.5). There are no sharp
transitions between these regimes. For example, in the “low NOy regime” there still may
be significant peroxy-peroxy radical reactions depending on the local NOx concentration.

In any case, in all of these NOy regimes, O3 production is also limited by the abundance
of HOx radicals.

The chemistry of OH radicals, which are responsible for initiating the oxidation of
hydrocarbons, shows behavior similar to that for O3 with respect to NOx concentrations
(Poppe et al., 1993; Zimmermann and Poppe, 1993; Hameed et al., 1979). These
considerations introduce a high degree of uncertainty into attempts to relate changes in
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O3 concentrations to emissions of precursors. There are no definitive rules governing the
concentrations of NOyx at which the transition from NOx-limited to NOx-saturated
conditions occurs. The transition between these two regimes is highly spatially and
temporally dependent and depends also on the nature and abundance of the hydrocarbons
that are present.

Trainer et al. (1993) and Olszyna et al. (1994) have shown that O3 and NOy are highly
correlated in rural areas in the eastern U.S. Trainer et al. (1993) also showed that O
concentrations correlate even better with NOz than with NO+, as may be expected
because NO; represents the amount of NOy that has been oxidized, forming O in the
process. NOz is equal to the difference between measured total reactive nitrogen (NOvy)
and NOy and represents the summed products of the oxidation of NOy. NO; is
composed mainly of HNO3, PAN and other organic nitrates, particulate nitrate, and
HNO,. Trainer et al. (1993) also suggested that the slope of the regression line between
03 and NOy can be used to estimate the rate of O3 production per NOx oxidized (also
known as the O3 production efficiency [OPE]). Ryerson et al. (2001; 1998) used
measured correlations between O3 and NO; to identify different rates of Oz production in
plumes from large point sources. A number of studies in the planetary boundary layer
over the continental U.S. have found that the OPE ranges typically from 1 to nearly 10.
However, it may be higher in the upper troposphere and in certain areas, such as the
Houston-Galveston area in Texas. Observations indicate that the OPE depends mainly on
the abundance of NOx and also on availability of solar UV radiation, VOCs and O,
itself.

Various techniques have been proposed to use ambient NOy and VOC measurements to
derive information about the dependence of O3 production on their concentrations. For
example, it has been suggested that O; formation in individual urban areas could be
understood in terms of measurements of ambient NOx and VOC concentrations during
the early morning (NRC, 1991). In this approach, the ratio of summed (unweighted) VOC
to NOy is used to determine whether conditions were NOx-limited or VOC-limited. This
procedure is inadequate because it omits many factors that are important for O
production such as the impact of biogenic VOCs (which are typically not present in urban
centers during early morning); important differences in the ability of individual VOCs to
generate free radicals (rather than just total VOC) and other differences in Oz forming
potential for individual VOCs (Carter, 1995); and changes in the VOC to NOy ratio due
to photochemical reactions and deposition as air moves downwind from urban areas
(Milford et al., 1994).

Photochemical production of O3 generally occurs simultaneously with the production of
various other species such as HNOj3, organic nitrates, and other oxidants such as
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hydrogen peroxide. The relative rate of production of O3 and other species varies
depending on photochemical conditions, and can be used to provide information about
O3-precursor sensitivity. Sillman (1995) and Sillman and He (2002) identified several
secondary reaction products that show different correlation patterns for NOx-limited and
NOy-saturated conditions. The most important correlations are for O; versus NOvy, O3
versus NOz, O; versus HNO3, and H,O, versus HNO3. The correlations between O3 and
NOv, and O3z and NO; are especially important because measurements of NOy and NOx
are more widely available than for VOCs. Measured O3 versus NO; (Figure 3-3) shows
distinctly different patterns in different locations. In rural areas and in urban areas such as
Nashville, TN, Os is highly correlated with NO;. By contrast, in Los Angeles, CA, O3 is
not as highly correlated with NOz, and the rate of increase of Oz with NOz is lower and
the O3 concentrations for a given NO; value are generally lower. The different O3 versus
NOg relations in Nashville, TN and Los Angeles, CA reflects the difference between
NOy-limited conditions in Nashville versus an approach to NOx-saturated conditions in
Los Angeles.

250

200

150 X

X

O3 (ppbv)

30 40

NO: (ppb)

Source: Adapted with permission of American Geophysical Union (Sillman and He, 2002; Sillman et al., 1998; Trainer et al., 1993)

Figure 3-3

Measured concentrations of O3 and NOz (NOy—NOx) during the
afternoon at rural sites in the eastern U.S. (grey circles) and in
urban areas and urban plumes associated with Nashville, TN (gray
dashes); Paris, France (black diamonds); and Los Angeles, CA (Xs).

The difference between NOx-limited and NOx-saturated regimes is also reflected in
measurements of H,0,. H,O, production is highly sensitive to the abundance of free
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radicals and is thus favored in the NOx-limited regime. Measurements in the rural eastern
U.S. (Jacob et al., 1995), Nashville, TN (Sillman et al., 1998), and Los Angeles, CA
(Sakugawa and Kaplan, 1989), show large differences in H,O, concentrations between
likely NOx-limited and NOx-saturated locations.

The applications of indicator species mentioned above are limited to individual urban
areas either because they are based on point measurements or by the range of the aircraft
carrying the measurement instruments. Satellites provide a platform for greatly extending
the range of applicability of the indicator technique and also have the resolution
necessary to examine urban to rural differences. Duncan et al. (2010) used satellite data
from OMI (Ozone Monitoring Instrument) for HCHO to NO, column ratios to diagnose
NOyx-limited and radical-limited (NOx-saturated) regimes. HCHO can be used as an
indicator of VOCs as it is a common, short-lived, oxidation product of many VOCs that
is a source of HOx (Sillman, 1995). In adopting the satellite approach, chemistry-
transport models (discussed further in Section 3.3) are used to estimate the fractional
abundance of the indicator species in the planetary boundary layer. Duncan et al. (2010)
found that O; formation over most of the U.S. became more sensitive to NOx over most
of the U.S. from 2005 to 2007 largely because of decreases in NOx emissions. They also
found that surface temperature is correlated with the ratio of HCHO to NO, especially in
cities in the Southeast where emissions of isoprene (a major source of HCHO) are high
due to high temperatures in summer.

3.3 Atmospheric Modeling

Chemistry-transport models (CTMs) have been widely used to compute the interactions
among atmospheric pollutants and their transformation products, and the transport and
deposition of pollutants. They have also been widely used to improve our basic
understanding of atmospheric chemical processes and to develop control strategies. The
spatial scales over which pollutant fields are calculated range from intra-urban to regional
to global. Generally, these models are applied to problems on different spatial scales but
efforts are underway to link across spatial scales for dealing with global scale
environmental issues that affect population health within cities. Many features are
common to all of these models and hence they share many of the same problems. On the
other hand, there are significant differences in approaches to parameterizing physical and
chemical processes that must be addressed in applying these models across spatial scales.

CTMs solve a set of coupled, non-linear partial differential equations, or continuity
equations, for relevant chemical species. Jacobson (2005) described the governing partial
differential equations, and the methods that are used to solve them. Because of limitations
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imposed by the complexity and spatial-temporal scales of relevant physical and chemical
processes, the CTMs must include parameterizations of these processes, which include
atmospheric transport; the transfer of solar radiation through the atmosphere; chemical
reactions; and removal to the surface by turbulent motions and precipitation.
Development of parameterizations for use in CTMSs requires data for three dimensional
wind fields, temperatures, humidity, cloudiness, and solar radiation; emissions data for
primary (i.e., directly emitted from sources) species such as NOy, SO,, NH3, VOCs, and
primary PM; and chemical reactions.

Figure 3-4

Sample CMAQ modeling domains. 36 km-grid-spacing; outer parent
domain in black; 12 km western U.S. (WUS) domain in red; 12 km
eastern U.S. (EUS) domain in blue.

The domains of CTMs extend from a few hundred kilometers on a side to the entire
globe. Most major regional (i.e., sub-continental) scale air-related modeling efforts at
EPA rely on the Community Multi-scale Air Quality modeling system (CMAQ) (Byun
and Schere, 2006; Byun and Ching, 1999). CMAQ’s horizontal domain typically extends
over North America with efforts underway to extend it over the entire Northern
Hemisphere. Note that CTMs can be ‘nested” within each other as shown in Figure 3-4
which shows domains for CMAQ (Version 4.6.1); additional details on the model
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configuration and application are found in (U.S. EPA, 2009¢). The figure shows the outer
domain (36 km horizontal grid spacing) and two 12 km spatial resolution (east and west)
sub-domains. The upper boundary for CMAQ is typically set at about 100 hPa, or at
about 16 km altitude on average, although in some recent applications the upper
boundary has been set at 50 hPa. These domains and grid spacings are quite common and
can also be found in a number of other models.

The main components of a CTM such as EPA’s CMAQ are summarized in Figure 3-5.
The capabilities of a number of CTMs designed to study local- and regional-scale air
pollution problems were summarized by Russell and Dennis (2000) and in the 2006 O3
AQCD. Historically, CMAQ has been driven most often by the MM5 mesoscale
meteorological model (Seaman, 2000), though it could be driven by other meteorological
models including the Weather Research Forecasting (WRF) model and the Regional
Atmospheric Modeling System (RAMS) (ATMET, 2011).

Figure 3-5

Initial/Boundary Emissions
Conditions and X Model
Continuous Updates Meteorological
of Met. Fields Model Anthropogenic
from Observations (point, area sources)
+

Biogenic Emissions

4 Y y

J

Initial/Boundary
Conditions = Advection

Photolysis Rates

Cloud Gas-Phase

Agueous ]
Process Chemistry
Deposition

Chemistry Transport Model

Visualization of Qutput
Process Analyses

Main components of a comprehensive atmospheric chemistry
modeling system, such as the U.S. EPA’'s Community Model for Air
Quality (CMAQ) System.

Simulations of pollution episodes over regional domains have been performed with a
horizontal resolution down to 1 km; see the application and general survey results
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reported in Ching et al. (2006). However, simulations at such high resolution require
better parameterizations of meteorological processes such as boundary layer fluxes, deep
convection, and clouds (Seaman, 2000). Finer spatial resolution is necessary to resolve
features such as urban heat island circulation; sea, bay, and land breezes; mountain and
valley breezes; and the nocturnal low-level jet, all of which can affect pollutant concen-
trations. Other major air quality systems used for regional scale applications include the
Comprehensive Air Quality Model with extensions (CAMXx) (ENVIRON, 2005) and the
Weather Research and Forecast model with Chemistry (WRF/Chem) (NOAA, 2010).

CMAQ and other grid-based or Eulerian air quality models subdivide the modeling
domain into a three-dimensional array of grid cells. The most common approach to
setting up the horizontal domain is to nest a finer grid within a larger domain of coarser
resolution. The use of finer horizontal resolution in CTMs will necessitate finer-scale
inventories of land use and better knowledge of the exact paths of roads, locations of
factories, and, in general, better methods for locating sources and estimating their
emissions. The vertical resolution of CTMs is variable and usually configured to have
more layers in the PBL and fewer in the free troposphere.

The meteorological fields are produced either by other numerical prediction models such
as those used for weather forecasting (e.g., MM5, WRF), and/or by assimilation of
satellite data. The flow of information shown in Figure 3-5 has most often been
unidirectional in the sense that information flows into the CTM (large box) from outside;
feedbacks on the meteorological fields and on boundary conditions (i.e., out of the box)
have not been included. However, CTMs now have the capability to consider these
feedbacks as well; see, for example, Binkowski et al. (2007) and the Weather Research
and Forecast model with Chemistry (WRF/Chem).

Because of the large number of chemical species and reactions that are involved in the
oxidation of realistic mixtures of anthropogenic and biogenic hydrocarbons, condensed
mechanisms must be used in atmospheric models. These mechanisms can be tested by
comparison with smog chamber data. However, the existing chemical mechanisms often
neglect many important processes such as the formation and subsequent reactions of
long-lived carbonyl compounds, the incorporation of the most recent information about
intermediate compounds, and heterogeneous reactions involving cloud droplets and
aerosol particles.

The initial conditions, or starting concentration fields of all species computed by a model,
and the boundary conditions, or concentrations of species along the horizontal and upper
boundaries of the model domain throughout the simulation, must be specified at the
beginning of the simulation. Both initial and boundary conditions can be estimated from
models or data or, more generally, model + data hybrids. Because data for vertical
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profiles of most species of interest are very sparse, results of model simulations over
larger, usually global, domains are often used.

Chemical kinetics mechanisms representing the important reactions occurring in the
atmosphere are used in CTMs to estimate the rates of chemical formation and destruction
of each pollutant simulated as a function of time. The Master Chemical Mechanism (Univ
of Leeds, 2010) is a comprehensive reaction database providing as near an explicit
treatment of chemical reactions in the troposphere as is possible. The MCM currently

includes over 12,600 reactions and 4,500 species. However, mechanisms that are this
comprehensive are still computationally too demanding to be incorporated into CTMs for
regulatory use. Simpler treatments of tropospheric chemistry have been assembled by
combining chemical species into mechanisms that group together compounds with
similar chemistry. It should be noted that because of different approaches to the lumping
of organic compounds into surrogate groups for computational efficiency, chemical
mechanisms can produce different results under similar conditions. Jimenez et al. (2003)
provided brief descriptions of the features of the main mechanisms in use and compared
concentrations of several key species predicted by seven chemical mechanisms in a box-
model simulation over 24 hours. There are several of these mechanisms (CB04, CB05,
SAPRC) that have been incorporated into CMAQ (Luecken et al., 2008) and Fuentes et
al. (2007) for RACM2. The CB mechanism is currently undergoing extension (CBO06) to
include, among other things, longer lived species to better simulate chemistry in the

remote and upper troposphere. These mechanisms were developed primarily for
homogeneous gas phase reactions and treat multi-phase chemical reactions in a very
cursory manner, if at all. As an example of the effects of their neglect, models such as
CMAQ could have difficulties with capturing the regional nature of O3 episodes, in part
because of uncertainty in the chemical pathways converting NOx to HNOj3 and recycling
of NOx (Godowitch et al., 2008; Hains et al., 2008). Much of this uncertainty also
involves multi-phase processes as described in Section 3.2.

CMAQ and other CTMs incorporate processes and interactions of aerosol-phase
chemistry (Zhang and Wexler, 2008; Gaydos et al., 2007; Binkowski and Roselle, 2003).
There have also been several attempts to study the feedbacks of chemistry on
atmospheric dynamics using meteorological models like MM5 and WRF (Liu et al.
2001; Park et al., 2001; Grell et al., 2000; Lu et al., 1997). This coupling is necessary to
accurately simulate feedbacks from PM (Park et al., 2001; Lu et al., 1997) over areas
such as Los Angeles or the Mid-Atlantic region. Photolysis rates in CMAQ can now be
calculated interactively with model produced O3, NO,, and aerosol fields (Binkowski et
al., 2007).
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Spatial and temporal characterizations of anthropogenic and biogenic precursor emissions
must be specified as inputs to a CTM. Emissions inventories have been compiled on grids
of varying resolution for many hydrocarbons, aldehydes, ketones, CO, NH3, and NOx.
Preprocessing of emissions data for CMAQ is done by the Spare-Matrix Operator Kernel
Emissions (SMOKE) system (CEMPD, 2011). For many species, information concerning
the temporal variability of emissions is lacking, so long-term annual averages are used in
short-term, episodic simulations. Annual emissions estimates can be modified by the
emissions model to produce emissions more characteristic of the time of day and season.
Significant errors in emissions can occur if inappropriate time dependence is used.

Each of the model components described above has associated uncertainties; and the
relative importance of these uncertainties varies with the modeling application. The
largest errors in photochemical modeling are still thought to arise from the
meteorological and emissions inputs to the model (Russell and Dennis, 2000). While the
effects of poorly specified boundary conditions propagate through the model’s domain,
the effects of these errors remain undetermined. Because many meteorological processes
occur on spatial scales smaller than the model’s vertical or horizontal grid spacing and
thus are not calculated explicitly, parameterizations of these processes must be used.
These parameterizations introduce additional uncertainty.

The performance of CTMs must be evaluated by comparison with field data as part of a
cycle of model evaluations and subsequent improvements (NRC, 2007). However, they
are too demanding of computational time to have the full range of their sensitivities
examined by using Monte Carlo techniques (NRC, 2007). Models of this complexity are
evaluated by comparison with field observations for O3 and other species. Evaluations of
the performance of CMAQ are given in Arnold et al. (2003), Eder and Yu (2005), Appel
et al. (2005), and Fuentes and Raftery (2005). Discrepancies between model predictions
and observations can be used to point out gaps in current understanding of atmospheric
chemistry and to spur improvements in parameterizations of atmospheric chemical and
physical processes. Model evaluation does not merely involve a straightforward
comparison between model predictions and the concentration field of the pollutant of
interest. Such comparisons may not be meaningful because it is difficult to determine if
agreement between model predictions and observations truly represents an accurate
treatment of physical and chemical processes in the CTM or the effects of compensating
errors in complex model routines (in other words, it is important to know if the right
answer is obtained for the right reasons). Each of the model components (emissions
inventories, chemical mechanism, and meteorological driver) should be evaluated
individually as has been done in to large extent in some major field studies such as
TexAQS I and Il. In addition to comparisons between concentrations of calculated and
measured species, comparisons of correlations between measured primary VOCs and
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NOyx and modeled VOCs and NOy are especially useful for evaluating results from
chemistry-transport models. Likewise, comparisons of correlations between measured
species and modeled species can be used to provide information about the chemical state
of the atmosphere and to evaluate model representations. A CTM that demonstrates the
accuracy of both its computed VOC and NOy in comparison with ambient
measurements, and the spatial and temporal relations among the critical secondary
species associated with O3 has a higher probability of representing Os-precursor
relations correctly than one that does not.

The above techniques are sometimes referred to as “static” in the sense that individual
model variables are compared to observations. It is also crucial to understand the
dynamic response to changes in inputs and to compare the model responses to those that
are observed. These tests might involve changes in some natural forcing or in emissions
from an anthropogenic source. As an example, techniques such as the direct decoupled
method (DDM) (Dunker et al., 2002; Dunker, 1981) could be used. However, the
observational basis for comparing a model’s response is largely unavailable for many
problems of interest, in large part because meteorological conditions are also changing
while the emissions are changing. As a result, methods such as DDM are used mainly to
address the effectiveness of emissions controls.

3.3.1

Global Scale CTMs

With recognition of the global nature of many air pollution problems, global scale CTMs
have been applied to regional scale pollution problems (NRC, 2009). Global-scale CTMs
are used to address issues associated with global change, to characterize long-range
transport of air pollutants, and to provide boundary conditions for the regional-scale
models. The upper boundaries of global scale CTMs extend anywhere from the
tropopause (~8 km at the poles to ~16 km in the tropics) to the mesopause at ~80 km, in
order to obtain more realistic boundary conditions for problems involving stratospheric
dynamics and chemistry. The global-scale CTMs consider the same processes shown in
Figure 3-5 for the regional scale models. In addition, many of the same issues that have
arisen for the regional models have also arisen for the global scale models (Emmerson
and Evans, 2009). For example, predictions of HNO; were found to be too high and
predictions of PAN were found to be too low over the U.S. during summer in the
MOZART model (Fang et al., 2010). Similar findings were obtained in a box model of
upper tropospheric chemistry (Henderson et al., 2010).

The GEOS-Chem model is a community-owned, global scale CTM that has been widely
used to study issues associated with the intra- and inter-hemispheric transport of pollution
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and global change (Harvard University, 2010a). Comparisons of the capabilities of
GEOS-Chem and several other models to simulate intra-hemispheric transport of
pollutants are given in a number of articles (Fiore et al., 2009; Reidmiller et al., 2009).
Reidmiller et al. (2009) showed comparisons among 18 global models and their ensemble
average to spatially and monthly averaged observations of O3 at CASTNET sites (see
Figure 3-6). These results show that the multi-model ensemble agrees much better with
the observations than do most of the individual models. The GEOS-Chem model was run
for two grid spacings, 4°x4.5° and 2°%2.5° with very similar results that lie close to the

ensemble average. In general, the model ensemble and the two GEOS-Chem simulations
are much closer to the observations in the Intermountain West than in the Southeast. In
particular, there are sizable over-predictions by most of the models in the Southeast
during summer, the time when major O3 episodes occur.
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Figure 3-6
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Global models are not alone in overestimating Os in the Southeast. Godowitch et al.
(2008), Gilliland et al. (2008) and Nolte et al. (2008) found positive O3 biases in regional
models over the eastern U.S., as well, which they largely attributed to uncertainties in
temperature, relative humidity and planetary boundary layer height. Agreement between
monthly average values is expected to be better than with daily values because of a
number of factors including the increasing uncertainty of emissions at finer time
resolution. Kasibhatla and Chameides (2000) found that the accuracy of simulations
improved as the averaging time of both the simulation and the observations increased.

Simulations of the effects of long-range transport at particular locations must be able to
link multiple horizontal resolutions from the global to the local scale. Because of
limitations on computational resources, global simulations are not made at the same
horizontal resolutions found in the regional scale models, i.e., down to 1-4 km resolution
on a side. They are typically conducted with a horizontal grid spacing of 1°-2° of latitude
and longitude (or roughly 100-200 km at mid-latitudes). Some models such as GEOS-
Chem have the capability to include nested models at a resolution of 0.5°x0.667° (Wang
et al., 2009a) and efforts are underway to achieve even higher spatial resolution. Another
approach is to nest regional models within GEOS-Chem. Caution must be exercised with
nesting different models because of differences in chemical mechanisms and numerical
schemes, and in boundary conditions between the outer and inner models. As an example
of these issues, surface O3 concentrations that are too high have been observed in models
in which CMAQ was nested inside of GEOS-Chem. The high O results in large measure
from stratospheric O3 intruding into the CMAQ domain [for one way to address this issue
see Lam (2010)]. In addition, downward mixing of this O3 in CMAQ that is too rapid
might also be involved. Ozone has large vertical gradients in the upper troposphere that
must be preserved if its downward transport is to be simulated correctly. Using a vertical
resolution in CMAQ that is too coarse could be involved, coupled with using fewer layers
in CMAQ than in the driving MM5 or WRF meteorological model. As a result of the
above factors, O3 gradients are eliminated and O3 is mixed too rapidly in the upper
troposphere. Efforts are also being made to extend the domain of CMAQ over the
Northern Hemisphere. In this approach, the same numerical schemes are used for
transporting species and the same chemistry is used throughout all spatial scales. Finer
resolution in models of any scale can only improve scientific understanding to the extent
that the governing processes are accurately described. Consequently, there is a crucial
need for observations at the appropriate scales to evaluate the scientific understanding
represented by the models.
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3.4 Background Ozone Concentrations

Background concentrations of O3 have been given various definitions in the literature
over time. In the context of a review of the NAAQS, it is useful to define background O;
concentrations in a way that distinguishes between concentrations that result from
precursor emissions that are relatively less directly controllable from those that are
relatively more directly controllable through U.S. policies. North American (NA)
background O3 can include contributions that result from emissions from natural sources
(e.g., stratospheric intrusion, biogenic methane and more short-lived VOC emissions),
emissions of pollutants that contribute to global concentrations of O3 (e.g., anthropogenic
methane) from countries outside North America. In previous NAAQS reviews, a specific
definition of background concentrations was used and referred to as policy relevant
background (PRB). In those previous reviews, PRB concentrations were defined by EPA
as those concentrations that would occur in the U.S. in the absence of anthropogenic
emissions in continental North America (CNA), defined here as the U.S., Canada, and
Mexico. For this document, we have focused on the sum of those background
concentrations from natural sources everywhere in the world and from anthropogenic
sources outside CNA. North American background concentrations so defined facilitate
separation of pollution that can be controlled directly by U.S. regulations or through
international agreements with neighboring countries from that which would require more
comprehensive international agreements, such as are being discussed as part of the
United Nations sponsored Convention on Long Range Transboundary Air Pollution Task
Force on Hemispheric Air Pollution. There is no chemical difference between
background O and O3 attributable to CNA anthropogenic sources, and background
concentrations can contribute to the risk of health effects. However, to inform policy
considerations regarding the current or potential alternative standards, it is useful to
understand how total O concentrations can be attributed to different sources.

Contributions to NA background O; include photochemical reactions involving natural
emissions of VOCs, NOX, and CO as well as the long-range transport of O3 and its
precursors from outside CNA, and the stratospheric-tropospheric exchange (STE) of Os.
These sources have the greatest potential for producing the highest background
concentrations, and therefore are discussed in greater detail below. Natural sources of O
precursors include biogenic emissions, wildfires, and lightning. Biogenic emissions from
agricultural activities in CNA are not considered in the formation of NA background Os.
Sources included in the definition of NA background O3 are shown schematically in
Figure 3-7. Definitions of background and approaches to derive background
concentrations were reviewed in the 2006 Oz AQCD and in Reid et al. (2008).

Draft — Do Not Cite or Quote 3-29 September 2011


http://hero.epa.gov/index.cfm?action=search.view&reference_id=665032

O© 00 N O O b WDN P

e e o el
o0 WN R O

= e
© ~

1 stratosphere

Outside natural lightning

influences l %

Long-range transport “Background” air

of pollution

Figure 3-7

e X

Fires Land Human
biosphere activity

Ocean

Schematic overview of contributions to North American
background concentrations of ozone, i.e., 0zone concentrations
that would exist in the absence of anthropogenic emissions from
the U.S., Canada, and Mexico.

3.4.1

Contributions from Anthropogenic Emissions outside North America

In addition to emissions from North America, emissions from Eurasia have contributed to
the global burden of O3 in the atmosphere and to the U.S. (NRC, 2009, and references
therein). Because the mean tropospheric lifetime of O3 is 30-35 days (Hsu and Prather,

2009), O3 can be transported from continent to continent and around the globe in the
Northern Hemisphere and O3 produced by U.S. emissions can be recirculated around
northern mid-latitudes back to the U.S. High elevation sites are most susceptible to the
intercontinental transport of pollution especially during spring. An O3 concentration of
~85 ppb was observed at Mt. Bachelor Observatory, OR (elevation 2,700 m) on April 22,
2006 with a number of occurrences of O3 >60 ppb from mid-April to mid-May of 2006.
Calculations using GEOS-Chem, a global-scale, chemistry-transport model, indicate that
Asia contributed 9 + 3 ppb to a modeled mean concentration of 53 + 9 ppb O3 at Mt.
Bachelor during the same period compared to measured concentrations of 54 + 10 ppb
(Zhang et al., 2008). Zhang et al. (2008) also calculated a contribution of 5 to 7 ppb to
surface O3 over the western U.S. during that period from Asian anthropogenic emissions.
They also estimated an increase in NOx emissions of ~ 44% from Asia from 2001 to

2006 resulting in an increase of 1-2 ppb in O3 over North America.

Cooper et al. (2010) analyzed all available O; measurements in the free troposphere
above western North America at altitudes of 3-8 km (above sea level) during April and
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May of 1995 to 2008 (i.e., times when intercontinental transport is most prominent).
They derived a trend of +0.63 + 0.34 ppb/year in median O3 concentrations with
indication of a similar rate of increase since 1984. Back trajectories that were likely to
have been strongly and recently influenced by North American emissions were filtered
out, resulting in a trend of +0.71 + 0.45 ppb/year. Considering only trajectories with an
Asian origin resulted in a trend of +0.80 + 0.34 ppb/year. These results suggest that local
North American emissions were not responsible for the measured O3 increases. This O3
could have been produced from natural and anthropogenic precursors in Asia and Europe
with some contribution from North American emissions that have circled the globe.
Cooper et al. (2010) also found that it is unlikely that the trends in tropospheric O3 are
associated with trends in stratospheric intrusions. Note, however, that these results relate
to O3 trends above ground level and not to surface O;. Jaffe (2011) found associations
between ozonesonde data and the average of 10 CASTNET Sites in the western U.S. with
R? ranging between 0.048 in October and 0.45 in August for all days on a monthly basis
for which there was an ozonesonde launch. Model results (Zhang et al., 2008) show that
surface O3 contributions from Asia are much smaller than those derived in the free
troposphere because of dilution and chemical destruction during downward transport to
the surface. These processes tend to reduce the strength of associations between free
tropospheric and surface O3 especially if air from other sources is sampled by the surface
monitoring sites.

Sampling locations and times at which measurements might be expected to reflect in
large measure North American background O3 contributions include Trinidad Head, CA
at times during spring (Oltmans et al., 2008; Goldstein et al., 2004). The monitoring
station at Trinidad Head is on an elevated peninsula extending out from the mainland of
northern California, and so might be expected at times to intercept air flowing in from the
Pacific Ocean with little or no influence from sources on the mainland. Figure 3-8 shows
the time series of daily maximum 8-h avg O3 concentrations measured at Trinidad Head
from April 18, 2002 through December 31, 2009. The data show pronounced seasonal
variability with spring maxima and summer minima. Springtime concentrations typically
range from 40 to 50 ppb with a number of occurrences >50 ppb. The two highest daily
maxima were 60 and 62 ppb. The data also show much lower concentrations during
summer, with concentrations typically ranging between 20 and 30 ppb. Oltmans et al.
(2008) examined the time series of O3 and back trajectories reaching Trinidad Head.
They found that springtime maxima (April-May) were largely associated with back
trajectories passing over the Pacific Ocean and most likely entraining emissions from
Asia, with minimal interference from local sources. However, Parrish et al. (2009) noted
that only considering trajectories coming from a given direction is not sufficient for
ruling out local continental influences, as sea breeze circulations are complex phenomena
involving vertical mixing and entrainment of long-shore components. They found that
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using a wind speed threshold, in addition to a criterion for wind direction, allowed for
determination of background trajectories not subject to local influence; as judged by
measurements of chemical tracers such as CO,, MTBE and radon. By applying the two
criteria for wind speed and direction, they found that Trinidad Head met these criteria
only 30% of the time during spring. Goldstein et al. (2004) used CO, as an indicator of
exchange with the local continental environment and found that O; concentrations were
higher by about 2-3 ppb when filtered against local influence indicating higher Oz in air
arriving from over the Pacific Ocean. At Trinidad Head during spring, O3 is more likely
to be titrated by local emissions of NOyx than to be photochemically produced (Parrish et
al., 2009). At other times of the year, Trinidad Head is less strongly affected by air
passing over Asia and many trajectories have long residence times over the semi-tropical
and tropical Pacific Ocean, where O3 concentrations are much lower than they are at mid-
latitudes. The use of the Trinidad Head data to derive contributions from background
sources requires the use of screening procedures adopted by Parrish et al. (2009) and the
application of photochemical models to determine the extent either of titration of O; by
fresh NOyx emissions and the extent of local production of O3 from these emissions. As
noted above, anthropogenic emissions from North America also contribute to
hemispheric background and must be filtered out from observations even when it is
thought that air sampled came directly from over the Pacific Ocean and was not
influenced by local pollutant emissions.

Parrish et al. (2009) also examined data obtained at other marine boundary layer sites on
the Pacific Coast. These include Olympic NP, Redwood NP, Point Arena, and Point
Reyes. Using data from these sites, they derived trends in O; of +0.46 ppb/year (with a
95% confidence interval of 0.13 ppb/year) during spring and +0.34 ppb/year

(0.09 ppb/year) for the annual mean O increase in air arriving from over the Pacific
during the past two decades. Although O3 data are available from the Channel Islands,
Parrish et al. (2009) noted that these data are not suitable for determining background
influence because of the likelihood of circulating polluted air from the South Coast Basin.

Cooper et al. (In Press) further examined O3 profiles measured above four coastal sites in
California, including Trinidad Head. Based on comparison with the ozone profiles, they
suggested that Asian pollution, stratospheric intrusions and international shipping made
substantial contributions to lower tropospheric Oz measured at inland California sites.
These contributions tended to increase on a relative basis in going from south north. In
particular, no increases in lower tropospheric Os in the northern Central Valley, and
increases of 32 to 63% in the LA basin due to local pollution were found. It should be
noted that the extent of photochemical production and loss, involving both anthropogenic
and natural precursors, occurring in descending air still remains to be determined. Cooper
et al. (In Press) also note that very little (8-10%) of the sources noted above and affecting
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the vertical O3 measurements reach the eastern U.S. However, this does not necessarily
mean that the effects of the Asian sources were fully captured in the ozone profiles or that
stratospheric intrusions do not occur over the eastern U.S.
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Figure 3-8 Time series of daily maximum 8-h avg ozone concentrations (ppm)

measured at Trinidad Head, CA, from April 18, 2002 through
December 31, 2009.

3.4.2 Contributions from Natural Sources

3.4.2.1 Contributions from the Stratosphere

The basic atmospheric dynamics and thermodynamics of STE were outlined in the 2006
O3 AQCD; as noted there, stratospheric air rich in O is transported into the troposphere.
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Ozone is produced naturally by photochemical reactions in the stratosphere as shown in
Figure 3-1 in Section 3.2. Some of this Oj; is transported downward into the troposphere
throughout the year, with maximum contributions at mid-latitudes during late winter and
early spring mainly coming from a process known as tropopause folding. These folds
occur behind most cold fronts, bringing stratospheric air with them. The tropopause
should not be interpreted as a material surface through which there is no exchange.
Rather these folds should be thought of as regions in which mixing of tropospheric and
stratospheric air is occurring (Shapiro, 1980). This imported stratospheric air contributes
to the natural background of Os in the troposphere, especially in the free troposphere
during winter and spring. STE also occurs during other seasons including summer.

Methods for estimating the contribution of stratospheric intrusions rely on the use of
tracers of stratospheric origin that can be either dynamical or chemical. Thompson et al.
(2007), based on analysis of ozonesonde data found that roughly 20-25% of tropospheric
O3 over northeastern North America during July-August 2004 was of stratospheric
origin. This O3 can be mixed into the PBL where it can either be destroyed or transported
to the surface. They relied on the combined use of low relative humidity and high
(isentropic) potential vorticity (PV) (> 2 PV units) to identify stratospheric contributions.
PV has been a widely used tracer for stratospheric air; see the 2006 O; AQCD. Lefohn et
al. (2011) used these and additional criteria to assess stratospheric influence on sites in
the intermountain West and in the Northern Tier. Additional criteria include
consideration of trajectories originating at altitudes above the 380 K potential
temperature surface with a residence time requirement at these heights. They identified
likely stratospheric influence at the surface sites on a number of days during spring of
2006 to 2008. However, they noted that their analysis of stratospheric intrusions captures
only the frequency and vertical penetration of the intrusions but does not provide
information about the contribution of the intrusions to the measured O concentration.
These results are all generally consistent with what was noted in the 2006 O3 AQCD.
Fischer et al. (2004) analyzed the O3 record during summer at Mount Washington and
identified a stratospheric contribution to 5% of events during the summers of 1998 -2003
when O3 was > 65 ppb; the air was dry and trajectories originated from altitudes where
potential vorticity was elevated (PV > 1 PV unit). However, this analysis did not quantify
the relative contributions of anthropogenic and stratospheric O3 sources, because as they
note identifying stratospheric influences is complicated by transport over
industrialized/urban source regions. Stratospheric O3 was hypothesized to influence the
summit during conditions also potentially conducive to photochemical O3 production,
which make any relative contribution calculations difficult without additional
measurements of anthropogenic and stratospheric tracers.
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Although most research has been conducted on tropopause folding as a source of
stratosphere to troposphere exchange, this is not the only mechanisms by which
stratospheric ozone can be brought to lower altitudes. Tang et al. (2011) estimated that
deep convection capable of penetrating the tropopause can increase the overall downward
flux of O3 by ~ 20%. This mechanism operates mainly during summer in contrast with
tropopause folding which is at a maximum from late winter through spring and at lower
latitudes. Yang et al. (2010) estimated that roughly 20% of free tropospheric O3z above
coastal California in 2005 and 2006 was stratospheric in origin. Some of this O3 could
also contribute to O; at the surface.

It should be noted that there is considerable uncertainty in the magnitude and distribution
of this potentially important source of tropospheric O3. Stratospheric intrusions that reach
the surface are much less frequent than intrusions which penetrate only to the middle and
upper troposphere. However, O3 transported to the upper and middle troposphere can still
affect surface concentrations through various exchange mechanisms that mix air from the
free troposphere with air in the PBL.

Several instances of STE producing high concentrations of O3 around Denver and
Boulder, CO were analyzed by Langford et al. (2009) and several likely instances of
STE, including one of the cases analyzed by Langford et al. (2009) were also cited in the
2006 O3 AQCD (U.S. EPA, 2006b) (Annex AX23, Section AX3.9). Clear examples of
STE have also been observed in southern Quebec province by Hocking et al. (2007), in
accord with previous estimates by Wernli et al. (2002) and James et al. (2003). As also
noted in the 2006 O; AQCD, the identification of stratospheric O3, let alone the
calculation of its contributions, is highly problematic and requires data for other tracers.

3.4.2.2 Contributions from Other Natural Sources

Biomass burning consists of wildfires and the intentional burning of vegetation to clear
new land for agriculture and for population resettlement; to control the growth of
unwanted plants on pasture land; to manage forest resources with prescribed burning; to
dispose of agricultural and domestic waste; and as fuel for cooking, heating, and water
sterilization. Globally, most wildfires may be ignited directly as the result of human
activities, leaving only 10-30% initiated by lightning (Andreae, 1991). However, because
fire management practices suppress natural wildfires, the buildup of fire fuels increases
the susceptibility of forests to more severe but less frequent fires in the future. Thus there
is considerable uncertainty in attributing the fraction of wildfire emissions to human
activities because the emissions from naturally occurring fires that would have been
present in the absence of fire suppression practices are not known. Contributions to NOy,

Draft — Do Not Cite or Quote 3-35 September 2011


http://hero.epa.gov/index.cfm?action=search.view&reference_id=758733
http://hero.epa.gov/index.cfm?action=search.view&reference_id=628857
http://hero.epa.gov/index.cfm?action=search.view&reference_id=491703
http://hero.epa.gov/index.cfm?action=search.view&reference_id=491703
http://hero.epa.gov/index.cfm?action=search.view&reference_id=88089
http://hero.epa.gov/index.cfm?action=search.view&reference_id=608032
http://hero.epa.gov/index.cfm?action=search.view&reference_id=52425
http://hero.epa.gov/index.cfm?action=search.view&reference_id=43286
http://hero.epa.gov/index.cfm?action=search.view&reference_id=78147

N

© 00 N O O W

10
11
12
13
14
15
16
17
18
19
20
21
22
23

24
25
26
27
28
29
30
31
32
33
34

CO and VOCs from wild fires and prescribed fires are considered as precursors to
background O formation.

Biomass burning also exhibits strong seasonality and interannual variability
(van der Werf et al., 2006), with most biomass burned during the local dry season. This is
true for both prescribed burns and wildfires. Jaffe et al. (2008) examined the effects of

wildfires on O3 in the western U.S. They found a strong association (R? = 0.60) between
O3 measured at various national park and CASTNET sites and area burned within
surrounding 5°x5° and 10°x10° areas. However, no such association was found when
considering the surrounding 1°x1° area, reflecting near source consumption of O3 and the
time necessary for photochemical processing of emissions to form Os. Jaffe et al. (2008)
estimate that burning 1 million acres results in an increase of O3 of 2 ppb, on average;
and that O3 increased by 3.5 and 8.8 ppb during mean and maximum fire years. The
unusually warm and dry weather in central Alaska and western Yukon in the summer of
2004, for example, contributed to the burning of 11 million acres there. Subsequent
modeling by Pfister et al. (2005) showed that the CO contribution from these fires in July
2004 was 33.1 (£ 5.5) MT that summer, roughly comparable to total U.S. anthropogenic
CO emissions during the same period. These results underscore the importance of
wildfires as a source of important O3 precursors. In addition to emissions from forest
fires in the U.S., emissions from forest fires in other countries can be transported to the
U.S., for example from boreal forest fires in Canada (Mathur, 2008), Siberia (Generoso et
al., 2007) and tropical forest fires in the Yucatan Peninsula and Central America (Wang
et al., 2006). These fires have all resulted in notable increases in O3 concentrations in the
U.S.

Estimates of biogenic VOC and CO emissions are made using the BEIS model with data
from the BELD and annual meteorological data. VOC emissions from vegetation were
described in Section 3.2. As noted earlier, NOy is produced by lightning. Kaynak et al.
(2008) found contributions of 2 to 3 ppb background O3 centered mainly over the
southeastern U.S. during summer. Although total column estimates of lightning-produced
NOy are large compared to anthropogenic NOy during summer, lightning-produced NOy
does not contribute substantially to the NOx burden in the continental boundary layer.
This is because only 2% of NOyx production by lightning occurs within the boundary
layer and most occurs in the free troposphere (Fang et al., 2010). In addition, much of the
NOy produced in the free troposphere is converted to more oxidized N species during
downward transport.
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3.4.3

Estimating Background Concentrations

Historically, two approaches to estimating North American background concentrations
(previously referred to as PRB) have been considered in previous Oz assessments. In the
1996 and earlier O3 AQCDs, measurements from remote monitoring sites were used. In
the 2006 O3 AQCD, the use of chemistry-transport models was adopted, because as
noted in Section 3.9 of the 2006 O; AQCD (U.S. EPA, 2006b), estimates of background
concentrations cannot be obtained directly by examining measurements of O; obtained at
relatively remote monitoring sites in the U.S. because of the long-range transport from
anthropogenic source regions within North America. The 2006 O3 AQCD also noted that
it is impossible to determine sources of O; without ancillary data that could be used as
tracers of sources or to calculate photochemical production and loss rates. As further
noted by Reid et al. (2008), the use of monitoring data for estimating background
concentrations is essentially limited to the edges of the domain of interest. This is
because background O3 entering from outside North America can only be destroyed over
North America either through chemical reactions or by deposition to the surface. Within
North America, background O; is only produced by interactions between natural sources
and between North American natural sources and precursors from other continents. The
current definition of North American background implies that only CTMs (see

Section 3.3 for description and associated uncertainties) can be used to estimate the range
of background concentrations. An advantage to using models is that the entire range of
O; concentrations measured in different environments can be used to evaluate model
performance. In this regard, data from the relatively small number of monitoring sites, at
which large contributions to background are expected, are best used to evaluate model
predictions.

Estimates of North American background concentrations in the 2006 O3 AQCD were
based on output from the GEOS-Chem model (Fiore et al., 2003). The GEOS-Chem
model estimates indicated that background O3 concentrations in eastern U.S. surface air
are 25 + 10 ppb (or generally 15-35 ppb) from June through August, based on conditions
for 2001. These values and all subsequent values given for background concentrations
refer to daily 8-h maximum O3 concentrations. Background concentrations decline from
spring to summer. Background O3 concentrations may be higher, especially at high
altitude sites during the spring, due to enhanced contributions from (1) pollution sources
outside North America; and (2) stratospheric Oz exchange. Only one model (GEOS-
Chem, Harvard University, 2010b) was documented in the literature for calculating
background O concentrations (Fiore et al., 2003). The simulated monthly mean
concentrations in different quadrants of the U.S. are typically within 5 ppbv of
observations at CASTNET sites, with no significant bias, except in the Southeast in
summer when the model is 8-12 ppbv too high. This bias might be due to excessive
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background O; transported in from the Gulf of Mexico and the tropical Atlantic Ocean in
the model and/or to inaccuracies in emissions inventories within the U.S.

Although many of the features of the day-to-day variability in O3 at relatively remote
monitoring sites in the U.S. were simulated reasonably well by Fiore et al. (2003),
uncertainties in the calculation of the temporal variability of O3 originating from different
sources on shorter time scales must be recognized. The uncertainties stem in part from an
underestimate in the seasonal variability in the STE of O3 (Fusco and Logan, 2003), the
geographical variability of this exchange, and the variability in the exchange between the
free troposphere and the PBL in the model. In addition, the relatively coarse spatial
resolution in that version of GEOS-Chem (2°x2.5°) limited the ability to provide separate
estimates for cities located close to each other, and so only regional estimates were
provided for the 2006 O; AQCD based on the results of Fiore et al. (2003).

Wang et al. (2009a) recomputed North American background concentrations for 2001
using GEOS-Chem at higher spatial resolution (1°x1°) over North America and not only
for afternoon hours but for the daily maximum 8-h O3 concentration. These GEOS-Chem
calculations represent the latest results documented in the literature. The resulting
background concentrations, 26.3 + 8.3 ppb for summer, are consistent with those of

26 + 7 ppb reported by Fiore et al. (2003), suggesting horizontal resolution was not a
significant factor limiting the accuracy of the earlier results. In addition to computing
North American background contributions, Wang et al. (2009a) also computed U.S.
background concentrations (i.e., including anthropogenic contributions from everywhere
outside the U.S., including Canada and Mexico) of 29.6 + 8.3 ppb with higher
contributions near the Canadian and Mexican borders.

Zhang et al. (In Press) computed North American background, United States background
and natural background (including only contributions from natural sources everywhere in
the world) O3 concentrations using an even finer grid spacing of (0.5°x0.667°) over
North America for 2006 through 2008. For March through August 2006, mean North
American background O3 concentrations of 27 + 8 ppb at low elevation (< 1,500 m) and
40 £ 7 ppb at high elevation (> 1,500 m) were predicted. These model predicted values
can be compared to the baseline O3 concentrations estimated by Chan and Vet (2010) of
37 + 9 ppb for the continental eastern U.S., 51 + 6 ppb for the continental western U.S.,
44 + 10 ppb for the coastal western U.S. from March to May; and 32 + 2 ppb for the
continental eastern U.S., 25 £ 10 ppb for the continental western U.S. and 39 + 12 ppb for
the coastal western U.S. from June to August (baseline as defined by Chan and Vet
(2010) refers to concentrations at locations that are not likely to be near anthropogenic
sources or to have been affected by anthropogenic emissions within the past few days).

Draft — Do Not Cite or Quote 3-38 September 2011


http://hero.epa.gov/index.cfm?action=search.view&reference_id=51226
http://hero.epa.gov/index.cfm?action=search.view&reference_id=51229
http://hero.epa.gov/index.cfm?action=search.view&reference_id=51226
http://hero.epa.gov/index.cfm?action=search.view&reference_id=622281
http://hero.epa.gov/index.cfm?action=search.view&reference_id=51226
http://hero.epa.gov/index.cfm?action=search.view&reference_id=622281
http://hero.epa.gov/index.cfm?action=search.view&reference_id=782683
http://hero.epa.gov/index.cfm?action=search.view&reference_id=679710
http://hero.epa.gov/index.cfm?action=search.view&reference_id=679710

As noted above, increases in Asian emissions only accounted for an average increase of
between 1 to 2 ppb in background O3 across the U.S. even though Asian emissions have
increased by about 44% from 2001 to 2006. United States background concentrations
(i.e., O3 concentrations based on including Canadian and Mexican emissions as
background contributions) are on average 2 ppb higher than North American background
concentrations, with higher contributions close to the borders. Zhang et al. (In Press) also
investigated the effects of model resolution on the results and found that North American
background concentrations are ~ 4 ppb higher, on average, in the 0.5°x0.667° version
than in the coarser 2°x2.5° version.
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Source: Zhang et al. (In Press).

Figure 3-9 North American background ozone concentration in surface air for
spring and summer 2006 (top). GEOS-Chem calculated
concentrations for the base case, i.e., including all sources in
surface air for the U.S., Canada and Mexico for spring and summer
of 2006 (bottom).

10 North American background and base case (calculated including U.S. anthropogenic
11 sources) O3 concentration in surface air for spring and summer 2006 calculated with
12 GEOS-Chem by Zhang et al. (In Press) are shown in the upper and lower panels of
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Figure 3-9. As can be seen from the upper panels, North American background
concentrations tend to be higher in the West, particularly in the intermountain West and
in the Southwest than in the East in both spring and summer. North American
background concentrations tend to be highest in the Southwest during summer, however,
in large measure due to wildfires. Intercontinental transport and stratospheric intrusions
are major contributors to the high elevation, intermountain West during spring with
wildfires becoming more important sources during summer. The base case O3
concentrations (lower panels) show two broad maxima with highest concentrations
extending throughout the Southwest, intermountain West and the East in both spring and
summer. These maxima extend over many thousands of kilometers demonstrating that O,
is a regional pollutant. Low-level outflow from the Northeast out over the Atlantic Ocean
and from the Southeast out over the Gulf of Mexico is also apparent.

Lower bounds to North American background concentrations tend to be higher by several
ppb at high elevations than at low elevations, reflecting the increasing importance of
background sources such as STE and intercontinental transport with altitude. In addition,
background concentrations tend to increase with increasing base model (and measured)
concentrations at higher elevation sites, particularly during spring.

Figure 3-10 shows that when model predicted Os is > 60 ppb, North American
background concentrations are generally higher in both the higher-elevation West and in
the lower-elevation East compared to their seasonal means. Although results are broadly
consistent with results from earlier coarser resolution versions of GEOS-Chem mentioned
above, there are some differences of note. Concentrations of O3 for both the base case
and the North American background case are higher in the intermountain West than in
earlier versions. Also of note, in many areas in the East, background concentrations tend
to be higher on days when predicted O is >60 ppb or at least do not decrease with
increasing Os. This result contrasts somewhat with Fiore et al. (2003) who found that
background concentrations in the East tend to decrease with increasing Os.
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Figure 3-10

North American background ozone concentrations calculated when
base case ozone is > 60 ppb.

Figures 3-11a and b show comparison among observed and base case GEOS-Chem
results and corresponding North American and natural backgrounds in 10 ppb bins as box
plots. Comparisons between GEOS-Chem and measurements at individual CASTNET
sites are shown in Figures 3-49 to 3-55 as supplemental material in Section 3.8. In
general, the modeled mean concentrations agree to within ~ 5 ppb at the majority of sites
(26 out of 28) and the model agrees more closely with observations in the intermountain
West than earlier versions (see Section 3-8 Figures 3-52 to 3-53). Substantial over
predictions are found in Florida but not at other sites in the Southeast (see Figure 3-50 in
Section 3.8). Comparison between results in Wang et al. (2009a) for 2001with data
obtained at the Virgin Islands indicate that the model over-predicts summer mean O3
concentrations there by 10 ppb (28 vs. 18 ppb). The Virgin Islands NP site appears not to
have been affected by U.S. emissions, as was found from the close agreement between
the base case and the PRB case. Wind roses calculated for the Virgin Islands site indicate
that flows affecting this site are predominantly easterly/southeasterly in spring and
summer. The over-predictions at the Virgin Islands site imply that modeled O over the
tropical Atlantic Ocean is too high. As a result, inflow of O3 over Florida and into the
Gulf of Mexico is also likely to be too high as winds are predominantly easterly at these
low latitudes. Similar considerations apply to the results of Zhang et al. (In Press). The
most likely explanation involves deficits in model chemistry, for example, reactions
involving halogens are not included. It is not yet clear why the model under-predicts
mean O3 at Yosemite (elevation 1,680 m) by ~ 10 ppb (see Figure 3-55 in Section 3.8).
However, predictions are within a few ppb at an even higher elevation site in California
(Converse Station, elevation 1,837 m) or at the low elevation sites.
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Figures 3-56 a-b in Section 3.8 show a comparison of GEOS-Chem output with
measurements at Mt. Bachelor, OR from March-August, 2006. In general, mean
concentrations are simulated reasonably well at both coarse and finer grid resolutions
with mean values 2 ppb higher in the finer resolution model. Although the finer
resolution version provides some additional day to day variability, it still does not capture
peak concentrations. Figure 3-57 in Section 3.8 shows a comparison of vertical profiles
(mean % 1o) calculated by GEOS-Chem with ozonesondes launched at Trinidad Head
and Boulder, CO. As can be seen from the figure, variability in both model and
measurements increases with altitude, but variability in the model results is much smaller
at high altitudes than seen in the observations. This may be due in large measure to the
inability of grid-point models to capture the fine-scale, layered structure often seen in O
in the mid and upper troposphere (Rastigejev et al., 2010; Newell et al., 1999).
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Source: Zhang et al. (In Press).

Also shown is the 1:1 line and North American background and natural background model statistics for 10-ppbv bins of observed
ozone concentrations: the minimum, 25th, 50th, 75th percentile, and maximum.

Figure 3-11a Simulated vs. observed daily 8-h max ozone concentrations for
spring (March-May) and summer (June-August) 2006 for the
ensemble of CASTNET sites in the intermountain West.
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Also shown is the 1:1 line and North American background and natural background model statistics for 10-ppbv bins of observed
ozone concentrations: the minimum, 25th, 50th, 75th percentile, and maximum.

Figure 3-11b Simulated vs. observed daily 8-h max ozone concentrations for
spring (March-May) and summer (June-August) 2006 for the
ensembles of CASTNET sites in the Northeast U.S., Great Lakes,
and the Southeast U.S.

The natural background for O averages 18 + 6 ppbv at the low-elevation sites and 27 + 6
ppbv at the high-elevation sites. The difference between North American background and
natural background concentrations reflects contributions from intercontinental pollution
and anthropogenic methane (given by the difference between values in 2006 and the pre-
industrial era, or 1,760 ppb and 700 ppb). The difference between the two backgrounds
averages 9 ppbv at the low-elevations sites and 13 ppbv at sites in the intermountain
West. The United States background is on average 1-3 ppbv higher than the North
American background, reflecting anthropogenic sources in Canada and Mexico, with
little variability except in border regions.
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Model results (red) are compared to observations (black). Also shown are frequency distributions for the North American
background (solid blue) and natural background (dashed green).

Figure 3-12 Frequency distributions of daily 8-h max ozone concentrations in
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March- August 2006 for the ensemble of low-altitude (<1.5 km) and
high-altitude CASTNET sites in the U.S.

Figure 3-12 shows frequency distributions for measurements at low-altitude and high-
altitude CASTNET sites, GEOS-Chem results for the base case, North American
background and the natural background. Most notable is the shift to higher concentrations
and the narrowing of the concentration distributions for all three simulations and the
observations in going from low to high altitudes. However, maximum concentrations
show little if any dependence on altitude, except for the natural background which tends
to be slightly higher at lower altitudes.

As noted in Section 3.3, CTMs are subject to uncertainty in model inputs for emissions,
meteorology, and chemistry. For example, many of the chemical processes described in
Section 3.2 have not yet been included in GEOS-Chem.

Another approach to modeling background concentrations involves using a regional CTM
such as CMAQ or CAMx with boundary conditions taken from a global scale CTM such
as GEOS-Chem. Mueller and Mallard (2011a), while not calculating North American
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background values exactly as defined here, calculated contributions from natural sources
and inflow from the boundaries to O3 for 2002 using MM5 and CMAQ for the outermost
domain (36 km resolution) shown in Figure 3-4 with boundary conditions from GEOS-
Chem. The overall bias based on comparison with AQS monitors for the base case is
about 3 ppb; the annual mean fractional bias and mean fractional error were 7% and 21%
for the O3 season across the U.S. Note that Figure 2 in their paper is mislabeled, as it
should refer to the case with total emissions - not to natural emissions in North America
only (Mueller and Mallard, 2011b). However, boundary conditions are fixed according to
monthly averages based on an earlier version of GEOS-Chem and do not reflect shorter
term variability or trends in Northern Hemispheric emissions of pollution. In addition,
fluxes of O3 from the stratosphere are not defined. Note that their natural background
includes North American natural background emissions only and influence from
boundary conditions and thus is not a global natural background. Calculated values
including natural emissions from North America and from fluxes through the boundaries
are somewhat larger than given in Zhang et al. (In Press), in large measure because of
much larger contributions from wildfires and lightning. Wildfire contributions reach
values of ~ 140 ppb in Redwoods National Park and higher elsewhere in the U.S. and in
Quebec. However as noted by Singh et al. (2010b) significant enhancements of O3 in
California fire plumes are found only when mixed with urban pollution. Lightning
contributions (ranging up to ~ 30 ppb) are substantially larger than estimated by Kaynak
et al. (2008) (see Section 3.4.2.1). The reasons for much larger contributions from
wildfires and lightning are not clear and need to be investigated further.

3.4.4

Summary of Background Results

In general, the GEOS-Chem predictions tend to show smaller disagreement with
observations at the high-altitude sites than at the low-altitude sites. Overall agreement
between model results for the base case and measurements is within a few ppb for spring-
summer means in the Northeast (see Figure 3-49 in Section 3.8) and the Southeast (see
Figure 3-50 in Section 3.8), except in and around Florida where the base case over
predicts O3 by 10 ppb at one site, at least. In the Upper Midwest (see Figure 3-51 in
Section 3.8), the model predictions are within 5 ppb of measurements, the same is true for
sites in the intermountain West (see Figures 3-52 and 3-53) and at lower elevations sites
in the West (see Figure 3-54 in Section 3.8) including California (see Figure 3-55 in
Section 3.8). However, the model under predicts Oz by 10 ppb at the Yosemite site.
These results suggest that the model is capable of calculating March to August mean O,
to within ~ 5 ppb at most (26 out of 28) sites chosen. Currently, there are no simulations
of North American background concentrations available in the literature apart from those
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using GEOS-Chem alone. However, as noted in the 2006 O; AQCD, an ensemble
approach as is done in many other applications of atmospheric models is to be preferred.

The GEOS-Chem calculations presented here represent the latest results documented in
the literature. However, all models undergo continuous updating of inputs,
parameterizations of physical and chemical processes, and inputs and improvements in
model resolution. Inputs that might be considered most relevant include emissions
inventories, chemical reactions and meteorological fields. This leads to uncertainty in
model predictions in part because there is typically a lag between updated information for
these above inputs, as outlined in Section 3.2 for chemical processes and emissions and in
Section 3.3 for model construction, and their implementation in CTMs including GEOS-
Chem. Examples might include updated emissions for year specific shipping, wildfires
and updates to the 2005 NEI; updates to the chemistry of isoprene and multi-phase
processes, including those affecting the abundance of halogens; and updates to species
such as methane. To the extent that results from an updated model become available, they
will be presented and used to help inform NAAQS setting.

Supplemental material given in Section 3.9 summarizes results of modeling work using
GEOS-Chem that is still in progress. Results for the current definition of North American
background, U.S. background and natural background are given for January 2006 to
December 2008. Major differences from the work of Zhang et al. (In Press) include the
use of a later model version which incorporates updates to the chemistry of isoprene
nitrates and to the generation of lightning NO,. In addition, anthropogenic emissions
were updated for each model year from the NEI 2005 inventory. The complete draft
report is available on-line (U.S. EPA, 2011c).

3.5 Monitoring

3.5.1

Routine Monitoring Techniques

The FRM for O3 measurement is called the Chemiluminescence Method (CLM) and is
based on the detection of chemiluminescence resulting from the reaction of O3 with
ethylene gas. The UV absorption photometric analyzers were approved as FEMs in 1977
and gained rapid acceptance for NAAQS compliance purposes due to ease of operation,
relatively low cost, and reliability. The UV absorption method is based on the principle
that O3 molecules absorb UV radiation at a wavelength of 254 nm from a mercury lamp.
The concentration of O3 is computed from Beer’s law using the radiation absorbed across
a fixed path length, the absorption coefficient, and the measured pressure and temperature
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in the detection cell. UV absorption photometry is the predominant method for assessing
compliance with the NAAQS for O;. Almost all of the state and local air monitoring
stations (SLAMS) that reported data to EPA AQS from 2005 to 2009 used UV absorption
photometer FEMs. No CLM monitors, approved as FRMs or FEMs, reported O data to
AQS from 2005 to 2009 and only one monitor reported data using a long-path or open
path Differential Optical Absorption Spectrometer (DOAS) FEM during this period.

The rationale, history, and calibration of O; measurements were summarized in the 1996
03 AQCD and the 2006 O; AQCD and focused on the state of ambient O; measurements
at that time as well as evaluation of interferences and new developments. This discussion
will continue with the current state of O; measurements, interferences, and new
developments for the period 2005 to 2010.

UV O3 monitors use mercury lamps as the source of UV radiation and employ an O;
scrubber (typically manganese dioxide) to generate an ozone-free air flow to serve as a
reference channel for O; measurements. There are known interferences with UV O3
monitors. The 2006 O; AQCD reported on the investigation of the effects of water vapor,
aromatic compounds, ambient particles, mercury vapor and alternative materials in the
instrument’s O3 scrubber. The overall conclusions from the 2006 O; AQCD review of
the scientific literature are briefly summarized below.

Kleindienst et al. (1993) found water vapor to have no significant impact and aromatic
compounds to have a minor impact (as much as 3% higher than the FRM extrapolated to
ambient conditions) on UV absorption measurements. UV Oz monitor response evaluated
by chamber testing using cigarette smoke, reported an elimination of the O; monitor
response to the smoke when a particle filter was used that filtered out particles less than
0.2 um in diameter (Arshinov et al., 2002). One study (Leston et al., 2005) in

Mexico City compared a UV O; FEM to a CLM FRM. The UV FEM commonly reported
consistently higher O3 than the CLM FRM. The typical difference was 20 ppb with a
range up to 50 ppb. Leston et al. (2005) also presented smog chamber data which
demonstrated that heated metal and heated silver wool scrubbe