
Draft - May 23, 2008 
The descriptions of these methods and approaches and of their utility for ecological valuation at EPA do not represent the consensus views of the 
SAB Committee on Valuing the Protection of Ecological Systems and Services, nor have they been reviewed and approved by the chartered 
Science Advisory Board. They are offered to extend and elaborate the very brief descriptions provided in chapter 4 of the draft SAB Report on 
Valuing the Protection of Ecological systems and Services and to encourage further deliberation within EPA and the broader scientific 
community about how to meet the need for an integrated and expanded approach for valuing the protection of ecological systems and services. 
 

 1

Survey issues for ecological valuation: current best practices and 

recommendations for research 

Survey methods support many of the approaches for eliciting and measuring information 

about values discussed in the C-VPESS report. Although scientific and technical issues 

concerning survey design and administration can affect some aspects of ecological valuation, 

they are distinct from the science and value assessment issues that are the main focus of the C-

VPESS report. 

The C-VPESS recognizes, however, that issues related to survey methods are important 

to some methods of ecological valuation and learned they were of particular concern to EPA 

representatives participating in the SAB's workshop "Science for Valuation of EPA's Ecological 

Protection Decisions and Programs," held December 13-15, 2005.  After that workshop, the 

committee requested that this appendix be commissioned to supplement the main body of the 

committee's report. This appendix provides an introduction for EPA staff to questions posed to 

the C-VPESS pertaining to survey use for ecological valuation. It provides an overview of how 

recent research and evolving practice relating to those questions might assist the Agency. 

Defining survey research 

 Survey research entails collecting data via a questionnaire from a sample of elements 

(e.g., individuals or households) systematically drawn from a defined population (see Babbie, 

1990; Fowler, 1988; Frey, 1989; Lavrakas, 1993; Weisberg, et al., 1996).  Conducting a survey 

involves: drawing a sample from a population; collecting data from the elements in that sample; 

and then analyzing the data generated. Survey research is a well-established and respected 

scientific approach to measuring the behavior, attitudes, and beliefs (and much more) of 

populations of individuals.1  Surveys are usually done for one or more reasons:  

• To document the prevalence of some characteristic in a population  

• To compare the prevalence of some characteristic across subgroups in a population  

• To document causal processes that produce behaviors, beliefs, or attitudes 

Because scientific surveys involve probability sampling, their results can be used to estimate 

population parameters. This appendix addresses issues of survey methodology that cut across 
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many different applications including: monetary valuations (e.g., CVM); measures of preference, 

importance, or acceptability; and determinations of the assumptions, beliefs, and motives that 

might underlie these expression of value. 

Designs of surveys 

 Surveys can take on a variety of designs to address various types of research questions. 

For example, cross-sectional surveys are useful for measuring a variable at a given point in time, 

whereas repeated cross-section surveys are more useful for observing change over time in a 

population. Panel surveys are more useful for examining change over time in a sample of 

respondents, and surveys that implement experiments may be more useful for establishing 

causality. Many types of information can be derived from the data from each of these types of 

surveys. 

 Cross-sectional surveys involve the collection of data at a single point in time from a 

sample drawn systematically from a population, and are often used to document the prevalence 

of particular characteristics in a population. Cross-sectional surveys allow researchers to assess 

relations between variables and differences between subgroups of respondents. Data from cross-

sectional surveys can also be used to provide evidence about causal hypotheses using statistical 

techniques (e.g., two-stage least squares regression or path analysis; Baron & Kenny, 1986; 

James & Singh, 1978; Kenny, 1979) by identifying moderators of relations between variables 

(e.g., Krosnick, 1988) or by studying the impact of an event occurring in the middle of data 

collection (e.g., Krosnick & Kinder, 1990). 

 Repeated cross-sectional surveys involve collecting data from independent samples 

drawn from the same population at two or more points in time. Such data can be used to provide 

evidence about causality by gauging whether changes in an outcome variable parallel changes in 

a purported cause of it. Repeated cross-sectional surveys can also be used to study the impact of 

social events that occurred between the surveys (e.g., Weisberg, et al., 1995). 

 Panel surveys involve collecting data from the same sample of respondents at two or 

more points in time and can be used to gauge the stability of a construct over time and identify 

the determinants of stability (e.g., Krosnick, 1988; Krosnick & Alwin, 1989). Panel surveys can 

also be used to test causal hypotheses. This can be done by examining whether changes over 
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time in a purported case correspond to changes in an outcome variable, by assessing whether 

changes over time in the outcome variable can be predicted by prior levels of the purported 

cause, or by testing the effects of events that occur between waves (see, e.g., Blalock, 1985; 

Kessler & Greenberg, 1981, on the methods; see Rahn, et al., 1994, for an example). 

There are a number of challenges associated with conducting panel surveys, including 

respondent attrition (or "panel mortality"). This occurs when some of the people who provide 

data during the first wave of interviewing cannot or choose not to participate in subsequent 

waves. Attrition reduces a panel's effective sample size and it is particularly undesirable if a non-

random subset of respondents drop out. However, the literature suggests that panel attrition 

minimally affects sample composition (Becketti et al., 1988; Clinton, 2001; Falaris & Peters, 

1998; Fitzgerald et al., 1998a; 1998b; Price & Zaller, 1993; Rahn et al., 1994; Traugott, 1990; 

Zabel, 1998; Zagorsky & Rhoton, 1999; and Ziliak & Kniesner, 1998 ; although see Groves et 

al., 2000; Lubin et al., 1962; and Sobel, 1959). 

A second methodological issue in panel research is panel conditioning, or the possibility 

that interviewing people repeatedly may change them and thereby make the sample less 

representative of the larger population to which investigators wish to generalize. But again, the 

literature is, for the most part, reassuring. A number of studies have found either no evidence of 

panel conditioning effects or very small effects (Clinton, 2001; Cordell & Rahmel, 1962; 

Himmelfarb & Norris, 1987; Sobol, 1959; Willson & Putnam, 1982). Particularly if repeated 

interviews with panel members touch on a wide variety of topics, each wave may blend in with 

memories of prior waves via what psychologists call "retroactive interference," thus minimizing 

the likelihood of stimulated interest in any one topic. However, some evidence suggests that 

interviewing people on a particular topic may cause them to become more cognitively engaged in 

that topic (Bridge et al., 1977; Granberg & Holmberg, 1992; Kraut & McConahay, 1973; 

Willson & Putnam, 1982; Yalch, 1976; although see Mann, 2005). Other studies have 

documented that asking people just one question about their behavioral intentions can affect their 

subsequent behavior (see, e.g., Greenwald et al., 1987; Gregory, et al., 1982). 

Interestingly, membership in a long-term panel survey may actually be beneficial to the 

quality of data collected because of "practice effects" (e.g., Chang & Krosnick, 2001). The more 

a person performs any task, the more facile and effective he or she becomes at doing so. In our 
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case, the tasks of interest include question interpretation, introspection, recollection, information 

integration, and verbal reporting (see Tourangeau, et al., 2000).  

 Mixed designs are used when researchers can capitalize on the strengths of more than 

one of these designs by incorporating elements of two or more into a single investigation. For 

example, a researcher interested in conducting a two-wave panel survey but concerned about 

conditioning effects, could concurrently administer the second-wave questionnaire to both the 

panel and to an independent cross-sectional sample drawn from the same population. Differences 

between the data collected from these two second-wave samples would suggest that carry-over 

effects were a problem in the panel survey. 

 Experiments can also be implemented in surveys to test causal hypotheses. If 

respondents are randomly assigned to "treatment" and "control" groups that are asked different 

versions of a question or question sequence, differences between the two groups can then be 

attributed to the treatment.  

Elements of a well-defined survey 

 

Contexts 

The title of the survey, the named source/investigators, introductions and other “context” 

information should be chosen consciously not bias who decides to participate in the survey, or 

how participants interpret and answer the questions posed.  For example, the same set of 

questions might attract a different set of participants and a different set of answers when 

introduced as “the EPA wants to know” versus “the American Petroleum Institute wants to 

know.” 

Sampling 

Designing a survey sample requires decisions on: a definition of the sampling frame – 

that is, the complete list of elements in the population to which one wishes to generalize findings 

– must be defined; and selection of the subset of elements – the individual unit about which 

information is sought – in the population to be interviewed.  These decisions have important 

implications for the results of the survey because they may affect both coverage and sampling 
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error (see, e.g., Laumann et al., 1994). Coverage error occurs when the sampling frame excludes 

some portion of the population. For example, telephone surveys usually exclude households 

without telephones. Sampling error is the discrepancy between the sample data and the true 

population values that is due to random differences between the sample and the sampling frame. 

There are two broad classes of sampling methods: nonprobability and probability 

sampling. Nonprobability sampling refers to selection procedures such as haphazard sampling, 

purposive sampling, snowball sampling, and quota sampling in which elements are not randomly 

selected from the population or in which some elements have zero or unknown probabilities of 

selection. Probability sampling refers to selection procedures such as simple random sampling, 

systematic sampling, stratified sampling, or cluster sampling in which elements are randomly 

selected from the sampling frame and each element has an independent, known, nonzero chance 

of being selected. Unlike nonprobability sampling, probability sampling allows researchers to be 

confident that a selected sample is representative of the population from which it was drawn and 

to generalize beyond the specific elements included in the sample. Probability sampling also 

allows researchers to estimate sampling error, or the magnitude of uncertainty regarding obtained 

parameter estimates. Therefore, the best survey designs (and virtually all scientific surveys) use 

some form of probability sampling.  

Sampling error can be minimized by surveying large samples. However, the relation 

between sampling error and sample size is not linear. A moderate sample size reduces sampling 

error substantially in comparison with a small sample size, but further increases in sample size 

produce smaller and smaller decrements in sampling error. Thus, researchers should recognize 

that beyond a moderate sample size, the funds necessary to produce a large sample might be 

better spent reducing other types of error.  

Questionnaire design 

High-quality, scientific surveys typically provide respondents with several key pieces of 

information when introducing the survey, whether through an introductory letter, an e-mail, or an 

introduction from a telephone or face-to-face interviewer. This information protects respondents' 

rights, helping to ensure that the survey is being conducted ethically. It may also help to increase 

the perceived validity of the survey and, as a result, respondent participation. The introduction 
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usually includes information about the sponsor of the survey, a brief description of the survey 

topic, and how the data from the survey will be used. It should also include a reassurance to 

respondents that their survey responses will be kept confidential and descibe any other measures 

in place to protect respondents. Finally, the burden being placed on respondents and any risks to 

the respondent should also be described. This information allows respondents to give informed 

consent. That is, knowing this information, respondents can make an informed choice about 

whether or not to participate in the survey. However, it is important to also keep this introduction 

as short as possible, because longer introductions place a greater burden on respondents and may 

reduce survey participation. 

Survey questions. All surveys include questions, and a series of decisions must be made 

to achieve optimal designs of those questions. First, a researcher must decide if each question 

will be open- or closed-ended. For closed-ended questions, a researcher interested in obtaining 

rank orders of objects must decide whether to ask respondents to report those rank orders directly 

or to rate each object separately. If respondents are asked to rate objects, the researcher must 

decide how many points to put on the rating scale, how to label the scale points, the order in 

which response options will be offered, and whether respondents should be explicitly offered the 

option to say they "don't know" or have no opinion. Once the questions are written, the 

researcher must determine the order in which they will be administered. Researchers must also 

decide how to optimize measurement on sensitive topics, where social desirability response bias 

may lead respondents to intentionally misreport answers in order to appear more respectable or 

admirable. There is a large body of relevant scientific studies about the questionnaire design that, 

when taken together, clearly suggest strategies for designing questionnaires to maximize the 

quality of measurement. Although a description of the entire literature is beyond the scope of this 

review, we provide a few examples here about survey questions using rating scales to provide a 

flavor of what this literature has to offer. 

When designing a rating scale, one must begin by specifying the number of points on the 

scale (for a review of relevant literature, see Krosnick & Fabrigar, forthcoming). For bipolar 

scales that have a neutral point in the middle (e.g., running from positive to negative), reliability 

and validity are highest for about seven points (e.g., Matell & Jacoby, 1971). In contrast, the 

reliability and validity of unipolar scales, with a zero point at one end (e.g., from no importance 



Draft - May 23, 2008 
The descriptions of these methods and approaches and of their utility for ecological valuation at EPA do not represent the consensus views of the 
SAB Committee on Valuing the Protection of Ecological Systems and Services, nor have they been reviewed and approved by the chartered 
Science Advisory Board. They are offered to extend and elaborate the very brief descriptions provided in chapter 4 of the draft SAB Report on 
Valuing the Protection of Ecological systems and Services and to encourage further deliberation within EPA and the broader scientific 
community about how to meet the need for an integrated and expanded approach for valuing the protection of ecological systems and services. 
 

 7

to very high importance), seem to be optimized for somewhat shorter scales, approximately five 

points long (e.g., Wikman & Warneryd, 1990).2  

A number of studies show that data quality is better when all points on a rating scale are 

labeled with words, rather than just some of the points (e.g., Krosnick & Berent, 1993). 

Researchers should try to select labels that have meanings that divide up the continuum into 

approximately equal units (e.g., Klockars & Yamagishi, 1988). For example, "very good, good, 

or poor" is a poor choice, because the meaning of "good" is much closer to the meaning of "very 

good" than it is to the meaning of "poor" (Myers & Warner, 1968).3 

Researchers also must decide how to order the response alternatives, and people's 

answers to rating scale questions are sometimes influenced by this order. With most rating-scale 

questions, respondents are likely to begin to formulate a judgment after reading the question 

stem. For example, the question, "How effective do you think the cleanup plan will be?" would 

induce respondents to begin to generate an assessment of effectiveness. As respondents read or 

listen to the answer choices presented, some may settle for the first acceptable response option 

they encounter rather than considering all the response options and selecting the answer choice 

that best reflects their judgment. This results in primacy effects in ratings, which have been 

observed in many studies (e.g., Belson, 1966; Carp, 1974; Chan, 1991; Matthews, 1929). To 

minimize bias, it is usually best to rotate the order of response choices across respondents and to 

statistically control for that rotation when analyzing the data. [NOTE 33]  

Pretesting. Even the most carefully designed questionnaires sometimes include items that 

respondents find ambiguous or difficult to comprehend, or items that respondents understand but 

interpret differently than the researcher intended. Researchers can conduct pretests of a draft 

questionnaire to identify these kinds of problems. Pretesting methods include conventional 

pretesting, in which interviewers conduct a series of interviews and report any problems with 

question interpretation or comprehension (see, e.g., Bischoping, 1989; Nelson, 1985); behavior 

coding, in which a researcher notes the occurrence of verbal events during the interview that 

might indicate problems with a question (e.g., Cannell, et al., 1981); and cognitive interviewing, 

in which a questionnaire is administered to individuals who either "think aloud" while answering 

or answer questions about the process by which they formulated their responses (e.g., Forsyth & 

Lessler, 1991). Each of these methods has advantages and disadvantages. When resources are 
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available, researchers can use multiple methods to pretest questionnaires because different 

methods identify different types of problems (see Presser et al., 2004). 

Mode of data collection 

Survey data can be collected in one of four primary modes: mail, telephone, face-to-face, 

and Internet. Interviewers administer telephone and face-to-face surveys, whereas mail and 

Internet surveys involve self-administered questionnaires. Mode choice can produce notable 

differences in survey findings. So mode choice must be made carefully in light of each project's 

goals, budget, and schedule. Each survey mode has advantages and disadvantages. When 

choosing a mode for a particular survey, researchers must consider cost, characteristics of the 

population, sampling strategy, desired response rate, question format, question content, 

questionnaire length, length of the data-collection period, availability of facilities, the purpose of 

the research, and the resources available to implement it. 

 Aspects of the population, including literacy, telephone coverage, and familiarity with 

and access to computers, are important in the decision about mode. Literacy is necessary for self-

administered questionnaires. Broad telephone coverage of the population is necessary when 

conducting a telephone survey. Internet access and familiarity with computers is important for an 

Internet survey.  

 Coverage error is minimized in face-to-face household surveys, but is larger in random 

digit dial (RDD) telephone household surveys, because they exclude respondents without 

telephones and those with only cell phones. Coverage error for mail and Internet surveys 

depends upon the sampling strategy used and with list samples, the quality of the list that is used 

as the initial sample frame. 

 Although probability sampling is possible in all modes, mode affects the ease with which 

it can be implemented. Telephone and face-to-face surveys routinely use probability household 

sampling strategies, but mail and other self-administered surveys are more commonly used when 

a list of the entire population is available. In some Internet surveys, nonprobability sampling 

methods are used (e.g., inviting individuals to opt in through websites). This does not yield 

results that can be generalized to the population of interest (Malhotra & Krosnick, in press). 

Some researchers, however, have implemented probability sampling to recruit respondents to 
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complete questionnaires weekly via the Internet and provided Internet access to respondents who 

do not have it.  

Mode also influences the response rates achieved in a survey, with face-to-face surveys 

typically achieving the highest response rates. Telephone surveys achieve somewhat lower 

response rates, and self-administered mail surveys achieve low response rates unless a sequence 

of multiple contacts are implemented at considerable cost and with considerable implementation 

time (see Dillman, 2006).  

The types of information and questions researchers wish to present may also influence 

the choice of mode. If a survey includes open-ended questions, face-to-face or telephone 

interviewing is preferable because interviewers can probe incomplete or ambiguous respondent 

answers. If complex information will be presented as part of the survey, face-to-face 

interviewing or Internet questionnaires allow the presentation of both oral and visual 

information. If the researcher needs to ask questions about sensitive topics, self-administered 

questionnaires and computers provide respondents with a greater sense of privacy and therefore 

elicit more candid responses than interviewer-administered surveys (e.g., Bishop & Fisher, 1995; 

Cheng, 1988; Wiseman, 1972). Face-to-face interviewing is likely to elicit more honest answers 

than telephone interviewing because face-to-face interviewers can develop better rapport with 

respondents and more easily implement private response methods. 

Face-to-face data collection permits interviews of an hour or more, whereas telephone 

interviews usually last no more than 30 minutes. With self-administered questionnaires, response 

rates typically decline as questionnaire length increases, so they are generally kept even shorter. 

Telephone and Internet surveys can be completed in very short field periods, often within 

a matter of days (though at the cost of lower response rates). In contrast, mail surveys require 

significant amounts of time, and follow-up mailings to increase response rates further increase 

the overall turnaround time. Similarly, face-to-face interview surveys typically require a 

substantial length of time in the field. 

 Face-to-face interviews are usually considerably more expensive than telephone 

interviews, which are usually about as expensive as self-administered questionnaire surveys of 

comparable size using methods necessary to achieve high response rates. The cost of Internet 
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data collection from a probability sample is about equivalent to that of telephone RDD 

interviewing. 

These differences between modes also contribute to differences in data quality. Face-to-

face surveys have the highest response rates, are the most flexible in terms of interview length 

and presentation of complex information, and acquire more accurate reports than do telephone 

surveys (Holbrook et al., 2003). Internet surveys allow presentation of complex information, and 

reporting accuracy appears to be higher in Internet surveys than in telephone surveys (Chang & 

Krosnick, 2001). Although response rates from Internet surveys based on initial RDD telephone 

samples are quite low and have similar coverage error to telephone surveys, such difficulties may 

be reduced by recruiting probability samples of respondents face-to-face in their homes. 

Assessing survey accuracy 

In order to optimize survey design or to evaluate the quality of data from a particular 

survey, the accuracy (or conversely error) in survey data needs to be assessed. If optimal 

procedures are implemented a high level of accuracy can be achieved, but departures from such 

procedures can compromise the accuracy of a survey's findings. Usually, researchers have a 

fixed budget and must decide how to allocate those funds in order to maximize the quality of 

their data. The "total survey error" approach enables researchers to consider survey design issues 

within a cost-benefit framework that allows them to maximize data quality within budget 

constraints (cf. Dillman, 1978; Fowler, 1988; Groves, 1989; Hansen & Madow, 1953; Lavrakas, 

1993). 

 The total survey error perspective recognizes that the goal of survey research is to 

accurately measure particular constructs in a sample of people who represent the population of 

interest. In any given survey, the overall deviation from the ideal is the cumulative result of 

several sources of survey error. The total survey error perspective disaggregates overall error into 

four components: coverage error, sampling error, nonresponse error, and measurement error. 

Coverage and sampling error are described above. Nonresponse error is the bias that can result 

when data are not collected from all members of a sample. Measurement error refers to all 

distortions in the assessment of the construct of interest, including systematic biases and random 

variance that can be brought about by respondents' own behavior (e.g., misreporting true 
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attitudes), interviewer behavior (e.g., misrecording responses), and the questionnaire (e.g., 

ambiguous or confusing question wording). 

Nonresponse occurs when data are not collected from all of the eligible sample elements. 

Nonresponse occurs either because sampled elements are not contacted (e.g., no one is available 

at the time of contacted) or because members of sampled households decline to participate. The 

response rate for a survey is the proportion of eligible sample elements from whom data were 

collected and is almost always less than 100%. Lower response rate increase the risk that the 

sample is not representative of the population.  

 To maximize response rates, researchers implement various procedures. For example, the 

field period during which potential respondents are contacted can be lengthened (e.g., Groves & 

Lyberg 1988; Keeter et al. 2000), the number of times an interviewer tries to contact a household 

member can be increased (Merkle, et al., 1993; O'Neil, 1979), financial incentives can be offered 

for participation (e.g., Singer et al., 1999; Singer, et al., 2000), advance letters can be mailed to 

households to inform residents about the survey (e.g., Camburn et al., 1995; Link & Mokdad 

2005), and the questionnaire can be kept as short as possible (e.g., Collins et al. 1988). All of 

these strategies have been found to increase response rates in at least some studies in which these 

factors were considered one by one. However, some strategies, such as sending advance letters 

or leaving messages on answering machines of potential respondents, may not always be 

successful because they give advance notice that interviewers will try to contact respondents, and 

respondents may use this knowledge to avoid being interviewed. 

Low response rates increase only the potential for nonresponse error, because 

nonresponse error is a function of two variables: the response rate and the size of the difference 

between respondents and nonrespondents. If respondents and nonrespondents do not differ 

substantially, response rates will be unrelated to nonresponse bias. That is, it is possible to 

conduct a survey with a response rate of 20 percent and end up with data that describe the 

population quite accurately.  

A number of publications using a variety of methods have shown that as long as a 

representative sample is scientifically drawn from the population and professional efforts are 

made to collect data from all potential respondents, variation in response rates (between 20 
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percent and 65 percent) does not substantially increase the accuracy of the survey's results 

(Curtin et al., 2000; Holbrook et al., in press; Keeter et al., 2000). Furthermore, although many 

surveys manifest substantial nonresponse error, there is little evidence that the observed amount 

of nonresponse error is related to the response rate for the survey. 

Measurement error includes any distortion or discrepancy between the theoretical 

construct of interest and the concrete measurement of that construct. One method for assessing 

measurement error is to compare responses to a survey to a known standard to assess their 

validity. For example, reports of whether or not a respondent voted in an election can be 

compared to public records of voting, or reports of drug use can be compared to the results of 

drug tests performed on hair, urine, or saliva samples. However, surveys often measure 

constructs for which there are no available standards. In these cases, the reliability or predictive 

validity of survey measures is often used to judge the quality of the measurement. One method 

for comparing different survey questions or question orders is to use split-ballot experiments. In 

these, half the respondents are randomly assigned to receive one form of a questionnaire (using 

one question wording or order) and the other half are randomly assigned to receive a different 

form of the questionnaire (using a second question wording or order). One or more of the 

approaches described above (e.g., comparison to a known standard, reliability, or predictive 

validity) can then be used to compare the reliability and/or validity of responses across 

questionnaire forms to determine if one question wording or order is better. 

The total survey error perspective advocates explicitly taking into consideration each of 

these four sources of error and making decisions about the allocation of resources with the goal 

of reducing the total error. Many steps that do not cost real dollars can be taken to reduce error, 

but other steps to reduce error do cost money, and the more money spent on reducing one type of 

error, the less money is available to reduce other types of error. Researchers should make such 

tradeoffs explicitly, recognizing the opportunity costs they pay when making a particular move 

to maximize quality in a particular way, selecting approaches likely to yield the greatest overall 

impact  

Challenges in using surveys for ecosystem protection valuation  

Introduction. One application of the survey method is in assessing the value of 
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ecosystems and services. A variety of techniques have been developed to assess the monetary 

value of ecosystems, and these values can be used as input to required benefit-cost analyses by 

EPA in the policy-making process. When monetary values are not required, are too difficult to 

attain, or are deemed ethically or otherwise inappropriate to the problem at hand, surveys can be 

used effectively to determine quantitative measures of preference, importance, or acceptance of 

alternative policies, actions, and outcomes. When surveys are used for valuation, many 

respondents are asked to rank, rate, or place a monetary value on a change in the condition of 

ecosystems or services with which they may not be familiar prior to the survey. However, this 

does not mean that respondents lack a value for the ecosystem in question. Respondents' 

experiences have cumulated into beliefs and attitudes that influence their orientation toward 

objects or situations they encounter. Therefore, an important component of valuation survey 

design is to describe the ecosystem as fully as possible so that respondents can use these beliefs 

and attitudes to determine its value. Doing so helps to maximize the extent to which the values 

that respondents report validly reflect these underlying beliefs and opinions. This means that 

valuation surveys will be different from most other surveys because they must devote a 

considerable amount of time to educating the respondent about the ecosystem in question. This 

may require respondents to listen to or read relatively long passages of text and perhaps to 

observe visual presentations of nonverbal information as well, such as charts, maps, drawings, or 

photographs.  

Conveying a large amount of information. The survey needs to provide all the 

information that respondents want in order to make the judgments being asked of them, and 

present that information in a way that is understandable to all respondents. To achieve these 

goals, researchers can conduct research with pretest respondents to assess what information they 

want to know and their understanding and interpretation of information presented to them. These 

procedures can be used iteratively to refine the presentation to enhance understanding and 

sufficiency of the information set. 

In order to present a sizable set of information to respondents, a variety of techniques can 

be implemented to maximize comprehension. The principles of optimal design can be used to 

construct graphical displays of information (e.g., Kosslyn, 1994; Tufte, 2001). A single visual 

display can convey a great deal of information if an interviewer can explain or the respondent 
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has the opportunity to study the display. Information can also be presented in narrative form –  

for example, by telling respondents about: the state of an ecosystem as it used to exist 50 years 

ago; changes that have occurred to the ecosystem in the intervening years; the causes of those 

changes; what could be done to reverse those changes; and how this could be implemented. 

Instead of a long lecture, a questionnaire can maintain respondent engagement by presenting 

information in small chunks, separated by questions that allowing them to react briefly to the 

information they've been given (e.g., "Had you ever heard of the Golden River before today?"). 

As the story progresses, respondents can also be asked periodically to verbalize any information 

that they would like to have, to allow them to express their cognitive responses to the 

presentation.  

The choice of survey mode also has an impact on the presentation of information about 

an ecosystem. Face-to-face interviewing is optimal because it allows any type of visual display 

and interviewers can create a strong sense of interpersonal connection with respondents. 

Telephone interviewing permits a similar connection, though probably less strongly, and visual 

displays are usually not possible. Computer administration of a questionnaire can include static 

and dynamic presentation of visual and verbal information, and questions can be interspersed 

with this information, but it may not be possible to create the strong sense of connection between 

the respondent and the researcher. Self-administered paper and pencil questionnaires allow only 

visual presentation of information and do not allow information to be presented in small chunks 

(because respondents can look ahead in the questionnaire). A large volume of information 

presented densely on a many pages may be intimidating or dispiriting, thus minimizing 

respondent motivation and provoking superficial processing of the information. For this reason, 

the self-administered mode may be the least desirable. For all modes, it is important to pretest the 

final instrument to be sure it is working as intended. 

Communicating uncertainty. Because of the uncertainty inherent in estimating the effect a 

policy might have on an ecosystem or service, researchers using surveys for valuation may not 

only want to convey large amounts of information to respondents, but they may also want to 

convey their level of certainty or uncertainty about that information. Such uncertainty could be 

conveyed to respondents in a number of ways, including: providing ranges or confidence 

intervals for the information provided (e.g., the estimated cost of maintaining the ecosystem is 
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between 1 million and 3.3 million dollars per year); providing a verbal description of scientists' 

confidence in the information (e.g., scientists are very confident that a policy will protect an 

ecosystem); communicating the degree of consensus about the information among scientists 

(e.g., 75 percent of scientists agree that a particular policy will protect the ecosystem); or 

conveying the probability that an outcome or benefit will occur (e.g., scientists believe this 

policy has a 75 percent probability of protecting the ecosystem). There is substantial evidence 

that people have difficulty accurately interpreting this last type of evidence (e.g., Tversky & 

Kahneman, 1974), but the EPA may want to explore these various methods for conveying 

uncertainty to determine the extent to which people understand and use different types of 

information about uncertainty in valuation. 

Scale and spatial issues. Because the spatial and temporal scale of ecological systems and 

services may affect valuation processes, these dimensions should be incorporated into the 

communication of information and the measurement of value. For example, the information that 

respondents receive during the survey interview should, if possible, explicitly describe the scale 

of a proposed policy or the ecosystem or service for valuation. This is particularly true if the 

scale is fixed and can be described consistently across presentation of information, evaluation of 

policies, and valuation of ecological systems and services. In other cases, the physical or 

temporal scale may be variables of interest, so researchers may want to measure whether these 

features affect respondents' evaluation of the policy. This could be accomplished by 

manipulating the physical or temporal scales of a proposed policy (either between- or within-

subjects) to determine whether and how these features influence support for the policy. 

Transfer issues. The most effective way to use surveys for valuation applicable to a 

particular ecosystem is to use a survey tailored specifically to that situation. However, this 

requires that time and material resources be devoted each time EPA must complete a value 

assessment. A more efficient approach might be to design studies to test whether the findings 

from a survey about one set of environmental conditions can be extrapolated to a different set of 

environmental conditions. For example, if a survey measures the ecosystem values affected by 

one oil spill, would it be possible to multiply these losses  by three to anticipate the comparable 

losses caused by three comparable oil spills to three comparable ecosystems?  Even if such 

extrapolations must be done using more complex transformations, it may be possible to conduct 



Draft - May 23, 2008 
The descriptions of these methods and approaches and of their utility for ecological valuation at EPA do not represent the consensus views of the 
SAB Committee on Valuing the Protection of Ecological Systems and Services, nor have they been reviewed and approved by the chartered 
Science Advisory Board. They are offered to extend and elaborate the very brief descriptions provided in chapter 4 of the draft SAB Report on 
Valuing the Protection of Ecological systems and Services and to encourage further deliberation within EPA and the broader scientific 
community about how to meet the need for an integrated and expanded approach for valuing the protection of ecological systems and services. 
 

 16

parametric research to ascertain how such predictions can be made.  

Implementing survey research at EPA. Whatever the value measure being sought, the 

design and conduct of surveys is best done when informed by the literature on survey methods. 

Therefore, it is important that EPA surveys be implemented at least partly by individuals who are 

well-versed and up-to-date in this literature. This is probably best accomplished by teams of 

researchers composed partly of EPA employees who specialize in surveys and outside 

consultants who are experts in survey methods. EPA may, therefore, want to assess its current 

capacity to conduct or oversee contractor design and implementation of high-quality surveys. 

OMB clearance is required for all EPA surveys, and achieving this clearance requires that 

a survey meet high standards of quality. In order to maximize the likelihood of approval, it is 

important that a proposed survey meet a set of criteria: 

• Representative sampling of the population of interest with minimal non-coverage 

error 

• A very high response rate or a plan to assess the presence of nonresponse bias 

• A measuring instrument that has been developed according to optimal design and 

pretesting practices 

• A measurement approach for which a body of empirical evidence documents validity 

 

Probability sampling is relatively easy to do for general population samples, but more 

challenging for smaller, more specific subpopulations which require specialized sampling 

procedures currently under development (e.g., Blair & Blair, 2006; Rocco, 2003). If EPA is 

interested in conducting surveys of such specialized subpopulations, it may be of value to 

commission a group of sampling statisticians to develop a series of guidelines that can be 

consulted and followed when conducting sampling for such studies. 

The recent literature on response rates has focused on exploring the impact of response 

rates on data accuracy and exploring the effectiveness of various data-collection techniques for 

enhancing response rates. Although lower response rates are generally not associated with 

substantially decreased accuracy, it may be useful for EPA to reanalyze a set of its own past 

surveys simulating lower response rates and observing the impact on the survey results. If 

systematic bias is detected, it may be possible to build correction algorithms to adjust the results 
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of future surveys to correct for such bias. 

It might seem obvious that when EPA conducts surveys, all possible steps should be 

taken to increase response rates. According to federal convention, that cannot include offering 

financial incentives to respondents, but EPA can implement other techniques to enhance 

response rates, including lengthening the field period during which data are collected, and more 

attempts to contact potential respondents. However, to justify resources to implement such 

techniques, it is important to have empirical evidence documenting the effectiveness of these 

techniques for EPA surveys. It is also important to be sure that efforts to increase the response 

rate of a survey do not inadvertently decrease the representativeness of the sample. For example, 

telling respondents that a survey is about the environment may increase response rates among 

people interested in the environment and may decrease response rates by a smaller margin 

among less-interested people, thus increasing nonresponse bias. EPA may want to conduct 

studies assessing whether efforts to increase response rates unintentionally decrease sample 

representativeness. 

Another approach to facilitating OMB approval may be to gather evidence documenting 

the effectiveness of particular measurement techniques. For example, there is considerable 

controversy surrounding the use of contingent valuation (CV) methods in surveys. However, a 

National Oceanic and Atmospheric Administration blue ribbon panel concluded that CV is a 

viable method of valuation (Arrow et al, 1993). It may be of value for EPA to identify the 

optimal elements and implementation of a CV survey and to assess the validity of CV 

measurement in surveys by comparisons with other monetary measures (e.g., from revealed-

preference studies) or with  measures based on judgments of preference, importance, or 

acceptability. This same sort of developmental work can be conducted with other valuation 

techniques such as conjoint analysis, about which there is little consensus (e.g., Dennis, 1998; 

Stevens, et al., 2000; Wainright, 2003). This may help to reassure OMB evaluators of the merit 

of value measurements produced by the various methods when they are implemented well. EPA 

could also consider conducting research comparing the validity of value assessments by these 

and other techniques to identify the technique(s) that yield the most valid data. 

Finally, new OMB guidelines on surveys suggest that when a survey is expected to obtain 

a relatively low response rate, investigators should plan to implement techniques to assess 
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sample representativeness. Rather than outlining what such procedures would look like, OMB 

has left it to investigators to propose and justify such techniques. EPA could therefore 

commission work to design procedures for this purpose and conduct studies to validate the 

effectiveness of the procedures.
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Endnotes 

                                                 
1 The use of surveys has also been growing in the private sector and the academic world (Presser, 1984; Saris et 
al., 2003), which likely reflects that: (1) surveys are now capable of generating much more interesting data, via 
implementation of multifactorial experimental designs and complex measurement procedures; (2) cross-national 
comparisons are of increasing interest; and (3) social scientists want to collect data on more heterogeneous and 
representative samples. There is also substantial evidence that the quality of optimally-collected survey data are 
generally quite high. For example, in the Monthly Survey of Consumer Attitudes and Behavior, a representative 
national sample of American adults has been asked each month what they expect to happen to the 
unemployment and inflation rates in the future. Their aggregated answers have predicted later changes in actual 
unemployment and inflation remarkably well (correlations of .80 and .90, respectively, between 1970 and 
1995). 
2 Presenting a seven-point bipolar rating scale is easy to do visually but is more challenging to do aurally. Such 
scales can be presented in sequences of two questions that ask, first, whether the respondent is on one side of 
the midpoint or the other or at the midpoint (e.g., "Do you like bananas, dislike them, or neither like nor dislike 
them?"). Then, a follow-up question can ask how far from the midpoint the respondents are who settle on one 
side or the other (e.g., "Do you like bananas a lot or just a little?"). This branching approach takes less time to 
administer than offering the single seven-point scale, and measurement reliability and validity are higher as well 
(Krosnick and Berent, 1993). 
3 A common set of rating scale labels assesses the extent of agreement with an assertion: strongly agree, 
somewhat agree, neither agree nor disagree, somewhat disagree, strongly disagree (Likert, 1932). Yet a great 
deal of research shows that these response choices are problematic because of acquiescence response bias, 
whereby some people are inclined to agree with any assertion, regardless of its content (see, e.g., Couch and 
Keniston, 1960; Jackson, 1967; Schuman and Presser, 1981), which may distort the results of substantive 
investigations (e.g., Jackman, 1973; Winkler et al., 1982). Although it might seem that the damage done by 
acquiescence can be minimized by measuring a construct with a large set of items, half of them making 
assertions opposite to the other half, doing so requires extensive pretesting, is cumbersome to implement, is 
cognitively burdensome for respondents, and frequently involves asking respondents their agreement with 
assertions containing the word "not" or some other such negation, which increases both measurement error and 
respondent fatigue (e.g., Eifermann, 1961; Wason, 1961). Acquiescers also presumably end up at the midpoint 
of the resulting measurement dimension, which is probably not where most belong on substantive grounds. 
Most importantly, answering an agree/disagree question always involves first answering a comparable rating 
question in one's mind. For example, respondents who are asked their agreement with the assertion "I am not a 
friendly person" must first decide how friendly they are and then translate that conclusion into the appropriate 
selection. It would be simpler and more direct to ask respondents how friendly they are on a scale from 
"extremely friendly" to "not friendly at all." Every agree/disagree question implicitly requires a respondent to 
make a mental rating of an object on the construct of interest, so asking about that dimension is simpler, more 
direct, and less burdensome. Not surprisingly, then, the reliability and validity of rating scales that do so are 
higher than those of agree/disagree rating scales (e.g., Ebel, 1982; Mirowsky and Ross, 1991; Ruch and 
DeGraff, 1926; Wesman, 1946). 


