Misinterpretation of categorical rate ratios and inappropriate exposure–response model fitting can lead to biased estimates of risk: Ethylene oxide case study
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A B S T R A C T

There are pitfalls associated with exposure–response modeling of human epidemiological data based on rate ratios (RRs). Exposure–response modeling is best based on individual data, when available, rather than being based on summary results of that data such as categorical RRs. Because the data for the controls (or the lowest exposure interval if there are not enough controls) are random and not known with certainty a priori, any exposure–response model fit to RRs should estimate the intercept rather than fixing it equal to one. Evaluation of a model’s goodness-of-fit to the individual data should not be based on the assumption that summary RRs describe the true underlying exposure–response relationship. These pitfalls are illustrated by Monte Carlo simulation examples with known underlying models. That these pitfalls are a practical concern is illustrated by the need for U.S. EPA to reconsider its most recent evaluation of ethylene oxide. If they had avoided these pitfalls, their exposure–response modeling would have been in better agreement with the log-linear model fit to the individual data.

© 2013 The Authors. Published by Elsevier Inc. All rights reserved.

1. Introduction

Exposure–response modeling is a necessary step in the development of quantitative risk assessments. Exposure–response modeling has been discussed and widely used in the analysis of animal studies (e.g. BMDS 2012, Crump et al. 1976). Researchers and regulatory agencies have used animal-based exposure–response models to fit experimental data. Recently, the availability of epidemiological data and the preference for basing human risk assessments on human data has sparked the development of exposure–response models for epidemiological data. Originally, Poisson regression modeling was widely used, but more recently Cox proportional hazards models have been embraced by researchers and regulatory agencies.

The use of exposure–response models based on epidemiological data results in better characterizations of human risks as the uncertainty in extrapolating from experimental species to humans is eliminated. In addition, the uncertainties due to the extrapolation from high animal exposures to lower human exposure levels and the uncertainties due to the extrapolation from animal exposure protocols to human exposures are reduced. These reductions in uncertainties increase the precision of risk characterizations unless other uncertainties are introduced. Misinterpreting epidemiological data along with a misunderstanding of exposure–response model fitting to epidemiological data can introduce uncertainties and biases to a risk assessment. These uncertainties and biases can result in risk characterizations that may be worse than risk characterizations based on animal bioassay data.

When individual exposure histories, age, calendar year, cause of death, follow up status, and other variables of interest are available, these individual epidemiological data should be used to fit exposure–response models. Analyses of epidemiological data using Poisson regression modeling require cause-specific deaths and person-years of individuals to be grouped into different age and other covariate strata and across different intervals of exposure measures. Each cell defined by the combination of a group and an exposure interval in the Poisson regression modeling defines a hazard rate within that cell. These hazard rates are assumed to be constant throughout the exposure interval and follow a Poisson distribution. Exposure–response models estimating the hazard rates can then be fit to the cell-specific hazard rates using maximum likelihood estimators (e.g., Breslow and Day 1980, 1987).
More recently, the Cox proportional hazards models have become more widely preferred. The preference for Cox proportional hazards models over Poisson regressions model when individual epidemiological data are available is due to several reasons: (1) Cox models control optimally for the effect of age on the hazard when the age of each individual is used as the time variable and because, then, there is no need for defining age groups; (2) Checkoway et al. (1989) notes that “the Poisson regression model converges to the proportional hazards model as the age strata are made infinitely small”; (3) Cox models do not require that the data be grouped into exposure intervals; (4) Cox models use the exposure estimates for each individual in the epidemiological data as opposed to averages or other summary exposure estimates for exposure intervals; (5) the assumption of a Poisson distribution within a cell is not necessary as the Cox models do not require any groupings; (6) Cox models do not make any assumptions about the distribution of the survival probability; (7) confounders can be treated as either categorical or continuous variables without having to group the data into different categories and assigning a single value to all observations within the category, and (8) as with Poisson regression models, software systems have implemented modules that can handle a wide variety of Cox proportional hazards models (e.g., Allison 2010 and Cleves et al. 2004 present analyses of epidemiological data using Cox proportional hazards models based on SAS and STATA, respectively).

Even though Cox proportional hazards models have been well documented and widely used, there is still some lack of understanding and misinterpretation of their results. Just recently, the United States Environmental Protection Agency (EPA) (2006, 2011, 2013) discarded Cox proportional hazards models fit to individual epidemiological data and instead used summary data and a weighted least squares fit to the summary data (Rothman, 1986 and Van Wijngaarden and Hertz-Picciotto, 2004) to develop a risk assessment for ethylene oxide (EO). Some of the problems associated with using summary data in the context of meta-analyses are also discussed elsewhere (e.g., Easton et al., 1991; Greenland and Longnecker, 1992; Berlin et al., 1993, and Hartemink, et al. 2006).

1.1. EO cohort study data

In 1991 the National Institute for Occupational Safety and Health (NIOSH) published the results of a cohort mortality study with follow up through 1987 of male and female sterilant workers with potential for exposure to EO (Steenland et al., 1991). NIOSH developed job exposure matrices with concentrations for each combination of job and calendar year using measurements of EO concentrations from 1976 to 1985. Exposure concentrations of EO before 1976 were estimated using regression modeling with temporal and spatial variables correlated with EO concentration (Greife et al. 1988 and Hornung et al. 1994). The NIOSH cohort includes workers from 14 different plants. Thirteen of these plants had enough data to develop reliable exposure estimates and their workers were included in the exposure–response analyses reported in Steenland et al. (1991). Steenland et al. (2004) reported exposure–response modeling results based on a NIOSH data set that was more recently updated to include follow up through the end of 1998, for an average follow up of 26 years. The same job exposure matrix used for the original cohort was used for the updated cohort. The job exposure matrix for the updated NIOSH data set assumed that workers active at the end of 1987 (the end of the original follow up period) stayed working on the same job until their end of employment. This assumption did not substantially affect the cumulative exposures to EO in the updated NIOSH data set over the previous data set because concentrations after the mid 1980’s, following reduction in the OSHA PEL and ACGIH TTV- TWA, were much lower than the concentrations in earlier years.

A total of 17,493 workers in the updated NIOSH data set were followed up and had sufficient exposure information for exposure–response modeling. The NIOSH data used for the analyses presented herein includes 9,859 female, 7,634 male, 13,761 white and 3,732 non-white workers.

Although there were no workers with zero cumulative exposures to EO in the NIOSH study, the cumulative exposure was lagged 20 years for breast cancer and lagged 15 years for other endpoints resulting in several individuals with zero cumulative exposure once the lags were incorporated.

In another paper, Steenland et al. (2003) published summary results for breast cancer incidence among women in the NIOSH study. The EPA used breast cancer incidence as a response in some of its analyses. However, the NIOSH individual incidence data were not available to the authors; so that, the results published by Steenland and colleagues in 2003 could not be reproduced by us. Consequently, analyses of the breast cancer incidence in the NIOSH study are not discussed herein.

The Union Carbide Corporation (UCC) and Dow Chemical Corporation (Dow) have also developed an epidemiological data set with EO exposure information and length of follow up sufficient for exposure–response modeling (Greenberg and Ott, 1990. Teta et al. 1993, and Swaen et al. 2009). This UCC/Dow epidemiological data set has not been used by the EPA for the development of its risk assessment of EO. In order to focus on the analyses performed by EPA, the UCC/Dow epidemiological data are not included in the analyses presented herein.

2. Methods

Apparently, EPA’s primary reason for their approach to modeling the NIOSH data in 2006, 2011, and 2013 was due to a lack of understanding of the consequences of their modeling approach and the underlying background hazard rates. Although these background rates are not explicitly estimated by the Cox proportional hazards models (Allison 2010), the background hazard rates do affect the estimation of the categorical rate ratios (RRs) and the RRs based on other models (as discussed in more detail in Allison (2010) and our sections on “Methods: Categorical Model”, “Methods: Continuous Log-Linear Model”, and “Results”). EPA seems to have fallen victim to the misconception that the epidemiological data are the categorical RRs. Then, EPA’s model fit to these categorical RRs with the intercept fixed equal to one seemed to EPA to be a good fit to the underlying epidemiological data because their model with the intercept fixed equal to one provided a “good visual fit” to the categorical RRs whereas the model fit to the individual data was a “poor visual fit” and “not even close” to the categorical RRs.

In order to determine the impact of misinterpretation of exposure–response relationships, the NIOSH individual epidemiological data have been used to perform several analyses that mimic those used in EPA’s risk assessment published in August 2006 and in draft form in July 2011 and in a Revised External Peer Review draft in 2013.

First, the individual NIOSH data on breast cancer mortality among the female workers in the NIOSH study were fit using a log-linear exposure–response model. (The models fit to the individual NIOSH data for breast cancer mortality are adjusted for race and assume a 20-year lag period in the cumulative exposure.) Then, we compare these results with the risk assessments that EPA published in August 2006, 2011, and 2013. We show that the exposure–response models fit to summary data (here categorical RRs) can be very different than the exposure–response models fit to the individual epidemiological data. These differences, however, can be reduced if the summary data are correctly interpreted and exposure–response models are appropriately fitted.
We begin by defining the exposure–response models and their associated background hazard rates.

2.1. Methods: categorical model

A categorical log-linear Cox proportional hazards model was fit to the NIOSH individual data. (A categorical “log-linear” model is identical to the “categorical model” used by Steenland (2010) to generate categorical RRs for EPA. However, we have added the term “log-linear” to emphasize the fact that both the continuous exposure and categorical exposure models have the same basic mathematical structure; i.e., the assumed background hazards rate is additive on the logarithmic scale and multiplicative on the linear scale.) To fit a categorical exposure model, cumulative exposure intervals were defined so that the number of breast cancer mortalities was approximately equally divided among the non-zero exposure intervals. This categorical log-linear model can be written as:

\[ \log[HR_i(t)] = \lambda_{cat}(t) + \beta_i \]  

(1)

where \( HR_i(t) \) is the hazard rate in the i-th exposure interval, \( \lambda_{cat}(t) \) is the logarithm of the unspecified background hazard rate, \( \beta_i \) is the change in the logarithm of the hazard rate from \( \lambda_{cat}(t) \) in the i-th exposure group and is estimated from the data. This expression can be rewritten as:

\[ HR_i(t) = \lambda_{cat}(t) \times e^{\beta_i} \]  

(2)

where \( \lambda_{cat}(t) = \exp[\lambda_{cat}(t)] \) is the assumed unspecified background hazard rate for the controls. The Cox proportional hazards model does not explicitly estimate the background hazard rate \( \lambda_{cat}(t) \) and does not make any specific assumptions about the functional form of \( \lambda_{cat}(t) \). That is, the Cox proportional hazards model only explicitly estimates the \( \beta_i \) that correspond to the changes in the hazard rate and define the rate ratio; that is,

\[ RR_i = \frac{HR_i(t)}{\lambda_{cat}(t)} = e^{\beta_i} \]  

(3)

Because there is a separate \( \beta_i \) for each exposure group, there is considerable flexibility for the \( \beta_i \)’s to represent the changes from the background hazard rate \( \lambda_{cat}(t) \). This minimizes the dependence of the \( \beta_i \)’s on the \( \lambda_{cat}(t) \). As a result, the background hazard rate \( \lambda_{cat}(t) \) in the model, although not explicitly estimated in the Cox proportional hazards model, depends mainly on the hazard rate of the workers outside of the exposure groups corresponding to the \( \beta_i \)’s, that is, the control or minimally exposed workers.

2.2. Methods: continuous log-linear model

Similarly, the continuous log-linear exposure–response Cox proportional hazards model fit to the same individual epidemiological data has an additive background hazard rate on the logarithmic scale but a multiplicative background hazard rate on the linear scale; that is,

\[ \log[HR(t)] = \lambda_0(t) + \beta \times \text{CumExp}(t) \]  

(4)

where \( HR(t) \) is the hazard rate at age \( t \), \( \lambda_0(t) \) is the logarithm of the underlying unspecified background hazard rate at age \( t \), \( \beta \) is the change in the logarithm of the hazard rate with a unit increase in the cumulative exposure and is estimated from the data, and \( \text{CumExp}(t) \) is the age-dependent cumulative exposure at age \( t \) and is calculated for each event time (i.e., for each risk set generated in the evaluation of the partial likelihood of the Cox proportional hazards model). This expression can be rewritten as:

\[ HR(t) = \lambda_0(t) \times e^{\beta \times \text{CumExp}(t)} \]  

(5)

where \( \lambda_0(t) = \exp[\lambda_0(t)] \) is the assumed unspecified background hazard rate at age \( t \). The Cox proportional hazards model does not explicitly estimate the background hazard rate \( \lambda_0(t) \) and does not make any specific assumptions about the functional form of \( \lambda_0(t) \). That is, the Cox proportional hazards model explicitly estimates the slope \( \beta \) that defines the change in the rate ratio with cumulative exposure; that is,

\[ RR(t) = \frac{HR(t)}{\lambda_0(t)} = e^{\beta \times \text{CumExp}(t)} \]  

(6)

Because one value of \( \beta \) has to characterize the changes over the entire exposure range, there is considerably less flexibility (compared to the multiple \( \beta_i \)’s in the categorical model) for this one \( \beta \) to represent the changes from the background hazard rate \( \lambda_0(t) \). As a result, the assumed background hazards rate \( \lambda_0(t) \), although not explicitly estimated in the Cox proportional hazards models, depends heavily on the functional form of the model fit to the data. That is, the background hazard rate \( \lambda_0(t) \) depends not only on the hazard rate of the control or minimally exposed workers but also depends on the hazard rate of all of the exposed workers and the functional form of the representation of that hazard rate. The major point here is that the implicit value of the background hazard rate in the categorical model \( \lambda_{cat}(t) \) can be very different than the implicit value of the background hazard rate in the continuous log-linear model \( \lambda_0(t) \).

Other authors have explained the differences in these implicit background rates in different ways. For example, Easton et al. (1991) states that “A fundamental statistical principle, that a satisfactory summary of the data should include the sufficient statistics, underlies the inadequacy of the common practice of describing data on s categories by s-1 relative risks and their standard errors, a total of 2s-2 parameters.” Thus, here, characterizing the individual data by only the RRs is inadequate.

Another description of the inadequacy of the RRs is that, when modeling exposure–response relationships from published categorical RRs, it is important to realize that all the ratios from a single study share the same denominator, namely the rate in the reference category. This means that when the number of cases in the reference category is higher than expected (based on the true incidence in this category), all rate ratios will be too low. There is systematic bias in that the RRs will all be too low with the same fraction. Similarly, if the number of cases in the reference category is lower than expected, all rate ratios will be too high. For example, when the number of cases in the reference group is by accident only half of the expected number, all RRs are expected to be twice as high as the true ratio.

3. Results

The continuous log-linear model (Model 4 as defined by Eq. 4) was fit to the individual NIOSH breast cancer mortality data. A categorical model (Model 1 as defined by Eq. 1) was also fit to the same individual data. The RRs estimated using this categorical model (Model 1) were fit using a least-squares procedure and a restricted continuous linear model (Model 2: EPA) similar to the models EPA used in their 2006, 2011, and 2013 risk assessments of EO. Model 2 is a linear model that EPA forced to go through an RR of one at zero cumulative exposure. In addition, an unrestricted continuous log-linear model (Model 3) (similar to the model fit to the individual data) was fit to the categorical RRs using at least squares but not restricted to go through an RR of one at zero cumulative exposure.

Model 2 was a restricted linear model, rather than a restricted log-linear model, in order to parallel the analyses preformed by EPA. Similar results would have been obtained if a restricted log-linear model had been used. Similarly, EPA used a weighted least-squares procedure instead of a simpler un-weighted least-squares procedure; however, the difference between these two procedures virtually disappears if the number of cancer deaths per non-zero exposure interval is approximately the same.
Table 1: Rate ratios (RRs) estimated using four exposure intervals.

<table>
<thead>
<tr>
<th>Cumulative exposure interval (ppm-days)</th>
<th>Breast cancer deaths</th>
<th>RRs from model 2: EPA</th>
<th>RRs from model 2: EPA</th>
<th>RRs from model 3</th>
<th>RRs from model 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Controls</td>
<td>41</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>(0, 703.5]</td>
<td>16</td>
<td>1.232</td>
<td>1.041</td>
<td>1.021</td>
<td>1.003</td>
</tr>
<tr>
<td>(703.5, 2634.6]</td>
<td>15</td>
<td>1.421</td>
<td>1.195</td>
<td>1.104</td>
<td>1.016</td>
</tr>
<tr>
<td>(2634.6, 10900.0]</td>
<td>15</td>
<td>1.562</td>
<td>1.790</td>
<td>1.494</td>
<td>1.066</td>
</tr>
<tr>
<td>&gt;10900.0</td>
<td>15</td>
<td>2.827</td>
<td>2.754</td>
<td>2.439</td>
<td>1.152</td>
</tr>
</tbody>
</table>

Table 1 lists the estimated RRs from the four models of the NIOSH breast cancer mortality data. The four non-zero cumulative exposure intervals used in Table 1 were chosen so that there were approximately the same numbers of breast cancer mortality in each non-zero cumulative exposure interval. Results were also obtained with the number of cumulative exposure intervals increased from 4 to 20 and then further increased to 61, respectively (corresponding tables are in the Supplementary Material). The 61 exposure intervals were chosen so that there was exactly one breast cancer mortality in each non-zero cumulative exposure group. Table 2 shows the parameter estimates for two different models (Models 2 and 3) fit to the categorical RRs as well as the continuous log-linear model (Model 4) fit to the individual NIOSH data.

The results in Table 1 show that the restricted linear model (Model 2: EPA) estimates of RR as a function of the cumulative exposure are close to the categorical RRs from the categorical model fit to the individual data (Model 1). Similarly, the unrestricted log-linear model (Model 3) estimates are close to the categorical RRs. However, the RRs calculated from the unrestricted log-linear model (Model 3) estimates are less than both the categorical RRs (from Model 1) and the restricted linear model (Model 2: EPA) estimates. It is not surprising that the RRs from the unrestricted log-linear model are less than the RRs from the restricted linear model because the two models do not have the same estimates of the background; that is, the two models have different intercept values (Table 2). Similarly, the estimates from the log-linear model fit to the individual NIOSH data (Model 4) are entirely below the categorical RRs for the very same reason; that is, as discussed in the Methods Section, Models 1 and 4 have different unspecified background hazard rates. Although these background hazard rates are not estimated by the Cox proportional hazards models, the differences in the background hazard rates and the corresponding RRs and the impact of these differences on the fitted exposure–response models contributed to EPA’s difficulties in correctly modeling the NIOSH data.

Characteristics similar to those observed in Table 1 are observed when the number of cumulative exposure intervals goes from four to 20 and 61. However, as the cumulative exposure intervals are refined to include a larger number of exposure groups, the RRs calculated from the unrestricted log-linear model (Model 3) fit to the categorical RRs (from Model 1) approach the RRs calculated from the continuous log-linear model (Model 4) fit to the individual NIOSH data using Cox proportional hazards methods. This is also seen in Table 2 where the slope of the unrestricted log-linear model (Model 3) fit using least squares to the categorical RRs (from Model 1) approaches the slope of the continuous log-linear model fit using Cox proportional hazards to the individual NIOSH data (Model 4) as the number of cumulative exposure intervals increases. However, this convergence does not happen when the intercept is restricted to being one for zero exposure (Model 2: EPA).

Figs. 1–3 show the same results for the number of cumulative exposure intervals being 4, 20, and 61, respectively. In these figures, the categorical RRs from Model 1 are plotted as well as the estimates of RR as a function of cumulative exposure from the restricted linear model (Model 2: EPA) fit to the categorical RRs, the unrestricted log-linear model (Model 3) fit to the categorical RRs, and the continuous log-linear exposure–response model (Model 4) fit to the individual NIOSH data. Because the intercept in Model 2 is one, the RRs calculated from Model 2 are the same as the model’s estimates of RR as a function of cumulative exposure. However, because the intercept in Model 3 is greater than one, the RRs calculated from Model 3 are the less than the model’s estimates of RR as a function of cumulative exposure and closer to the RR’s calculated from Model 4 which was fit to the individual data rather than the categorical RRs. Furthermore, as the number of exposure intervals increases from four, to 20, to 61 in Figs. 1–3, respectively, the RRs calculated from Model 3 become almost identical to the RR’s calculated from Model 4. In other words, as the number of exposure intervals increases, the intercept in Model 3 estimates the ratio of the Model 4 background hazard rate to the Model 1 background hazard rate. Thus, Model 4 which was fit to the individual data is implying the correct relationship between RR and cumulative exposure. Model 4 only “appears” to be incorrect because it is being compared to the categorical RRs (Model 1) and a model (i.e., Model 2: EPA with an intercept restricted to be one) with a different background hazard rate.

4. Discussion

Although we discuss the misinterpretation by EPA of the assessment of exposure–response model fitting using visual inspection specifically for the case of the risk assessment of EO, this problem has been anticipated by some other authors in similar situations. For example, Breslow and Day (1980) recognize the problem of comparing categorical or qualitative relative risks with the relative risks estimated using a continuous linear model when they observe in reference to a figure that “The estimated relative risks from the qualitative analysis lie entirely above those based on the log transform, which in turn lie above those derived from the linear model. The explanation for this apparently bizarre phenomenon is not hard to find. It is due to the arbitrary selection of 0 as a baseline value for tobacco, which constrains all three curves to pass through

Table 2: Parameter estimates for the Cox proportional hazards log-linear model fit to the breast cancer mortality in NIOSH epidemiological data and the models fit to the categorical RRs.

<table>
<thead>
<tr>
<th>Model</th>
<th>Number of cumulative exposure intervals</th>
<th>Intercept</th>
<th>Slope</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cox proportional log-linear hazards model fit to NIOSH individual cohort data (Model 4)</td>
<td>Unspecified (not estimated)</td>
<td>9.42E-06</td>
<td></td>
</tr>
<tr>
<td>Unrestricted log-linear model fit to categorical RRs using least squares (Model 3)</td>
<td>4</td>
<td>1.13</td>
<td>5.93E-05</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>1.62</td>
<td>1.08E-05</td>
</tr>
<tr>
<td></td>
<td>61</td>
<td>1.96</td>
<td>9.68E-06</td>
</tr>
<tr>
<td></td>
<td>Fixed at 1.00</td>
<td>1.17E-04</td>
<td></td>
</tr>
<tr>
<td>Restricted linear model fit to categorical RRs using least squares (Model 2: EPA)</td>
<td>4</td>
<td>1.00</td>
<td>6.98E-05</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>1.00</td>
<td>4.77E-05</td>
</tr>
<tr>
<td></td>
<td>61</td>
<td>1.00</td>
<td>4.77E-05</td>
</tr>
</tbody>
</table>
the origin of the graph. Any other value for tobacco could just as well have been chosen as baseline and assigned a $0\log$ relative risk, in which case the curves would all be displaced so as to pass through 0 at that point. In other words the origin of the scale of log-relative risk is completely arbitrary and it is only the shapes of the curves which have any meaning" [emphasis in the original].
The qualitative analysis cited by Breslow and Day (1980) refers to the categorical relative risks, rate ratios, or odds ratios that are usually published in the literature.

Although there are methods that can be appropriately used to fit exposure–response models when only summary data are available, it is important to emphasize that exposure–response modeling based on summary data can never be superior to exposure–response modeling based on individual epidemiological data. The methods that can be used to fit summary epidemiological data depend on the type of summary data. The TCEQ (2012) guidelines for developing toxicity factors present alternative methods for exposure–response modeling based on published epidemiological results when only limited information is available. The best method uses all the available information, so exposure–response models based on more information are preferable. For example, Haney et al. (2012) used different methods, depending on the epidemiological data available, to fit exposure–response models that were used to develop unit risk factors for nickel.

Ideally, individual epidemiological data should be used to fit exposure–response models using state-of-the-art modeling techniques like Cox proportional hazards models. If only summary epidemiological data are available, then the best available data should be used. Under no circumstances should an appropriate and relevant exposure–response model fit to individual epidemiological data be discarded in favor of an exposure–response model fit to summary data extracted from the individual data. A model based on summary data is dependent on the idiosyncrasies associated with the data summarization assumptions; e.g., exposure–interval categorizations, number of exposure intervals, characterizations of exposure in these intervals, stratifications used, definition of control group, etc.

The apparent discrepancies seen between the categorical RRs (from Model 1) and the continuous log-linear exposure–response model's (Model 4) fit to the individual NIOSH data are mainly due to the different non-estimated underlying background hazard rates assumed by the two different models. In addition, the apparent discrepancy seems more dramatic with the smaller number of exposure intervals selected. Figs. 1–3 show that the groupings of mortality deaths into only a few cumulative exposure intervals results in an oversimplification of the underlying data and masks the true exposure–response relationship.

In addition, any apparent supra-linear behavior of the categorical RRs (from Model 4) fit to the individual NIOSH data are not comparable to categorical RRs because the categorical RRs reflect their own implicit estimate of the underlying background hazard rate that can, and usually is, different than the underlying background hazard rate of other exposure–response models (e.g., linear, log-linear, etc.) (Breslow and Day 1980).

Results parallel to those obtained for breast cancer mortality were obtained for lymphohematopoietic cancers and lymphoid neoplasms and are shown in the Supplementary Material. Analyses for breast cancer incidence could not be performed because the individual NIOSH incidence data were not available to the authors. We, however, anticipate similar results for the analyses of incidence data because the categorical RRs and exposure–response models for breast cancer incidence presented by EPA have similar behavior to those for breast cancer mortality, lymphohematopoietic cancer mortality and lymphoid cancer mortality.

### 4.1. Analogous results from simulation studies

In order to further illustrate some of the problems associated with exposure–response modeling based on categorical rate ratios (RRs), several examples were generated using an Excel-based Monte Carlo simulator.

Example 1 refers to RRs where the comparison group is the lowest exposure group and this group contains some non-zero exposures. In this example, 10,000 observations were generated from a continuous linear regression model

\[ y = \beta_0 + \beta_1 x + \varepsilon \]

where \( y \) is a continuous variable (not an RR), \( x \) and \( \beta \) were specified constants, and \( \varepsilon \) was a normally distributed error with mean zero.

### Table 3

Simulated data and observed rate ratios (RRs) corresponding to 10,000 observations from a continuous linear regression model: example 1.

<table>
<thead>
<tr>
<th>Exposure range for RR</th>
<th>Count in range</th>
<th>Average exposure in range</th>
<th>Average response in range</th>
<th>Rate ratio (RR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LR^a</td>
<td>UB^b</td>
<td>LR^a</td>
<td>UB^b</td>
<td></td>
</tr>
<tr>
<td>0-th Perc^c</td>
<td>20-th Perc</td>
<td>0</td>
<td>4.47</td>
<td>2.15</td>
</tr>
<tr>
<td>20-th Perc</td>
<td>40-th Perc</td>
<td>4.47</td>
<td>10.14</td>
<td>7.22</td>
</tr>
<tr>
<td>40-th Perc</td>
<td>60-th Perc</td>
<td>10.14</td>
<td>18.35</td>
<td>13.96</td>
</tr>
<tr>
<td>60-th Perc</td>
<td>80-th Perc</td>
<td>18.35</td>
<td>32.03</td>
<td>24.30</td>
</tr>
<tr>
<td>80-th Perc</td>
<td>100-th Perc</td>
<td>32.03</td>
<td>191.97</td>
<td>52.87</td>
</tr>
</tbody>
</table>

^a Percentiles (Perc) in the 10,000 simulated observations.
^b Lower Bound.
^c Upper Bound.
^d RR = average response in the exposure interval/average response in the first (reference) exposure interval.
The simulated data and corresponding RRs for the first example are shown in Table 3. The results of fitting a continuous linear regression model to these data both with and without a fixed intercept are shown in Fig. 4. The average exposure in each exposure range in Table 3 is taken as the representative exposure value ("x-values") in the regression. In this example, the predicted RRs based on the slope in the model with the intercept estimated are very similar to the RRs in the generating model (almost super-imposed in Fig. 4) but very different than the RRs based on the slope in the model with the intercept fixed equal to one. There are three reasons for the differences. First, the lowest exposure group does not contain only zero exposures, hence the observed RRs do not reflect a comparison of zero exposure to a positive exposure. Second, the average response in the lowest exposure group is variable and not fixed; hence, the RRs are not a ratio based on a denominator that is known with certainty. Third, when the continuous linear regression model is estimated with the intercept fixed equal to one, the first RR (which has been arbitrarily set equal to one) is given infinite weight compared to the other RRs even though all of the RRs are based on observed responses which are random variables. Even though the slope in the estimated continuous linear regression model with the intercept forced equal to one "fits" the observed RRs very well (in this example), the slope in the fitted model does not match the slope in the generating model. This is because the model is not fitting the underlying response data themselves but rather is fitting one summary characterization (the RRs) of that data. Fig. 4 also provides a good example of a common misinterpretation; namely, that, if the generating model were unknown and not plotted, it would appear that the fitted model with the intercept fixed equal to one provides a "good fit" to the data whereas the fitted model with the intercept being estimated provides a "poor fit." As in the first example, the predicted RRs based on the slope in the model with the intercept estimated are very similar to the RRs in the generating model but very different than the RRs based on the slope in the model with the intercept fixed equal to one. Unlike the first example, the predicted RRs based on the slope in the model with the intercept estimated are less than (rather than greater than) the predicted RRs based on the slope in the model with the intercept fixed equal to one. Similarly, the slope in the fitted model with the intercept estimated is less than the slope in the fitted model with the intercept fixed equal to one. Thus, considering both example 1 and example 2, it is clear that estimating the intercept does not necessarily result in RRs either greater than or less than the RRs based on fixing the intercept equal to one. Furthermore, in both examples 1 and 2, the slope in the fitted model with estimated intercept does a better job of estimating the slope in the generating model than the slope in the fitted model with the intercept fixed equal to one does. Examples 1 and 2 together indicate that, regardless of whether or not the comparison group contains some non-zero exposures, the problem of estimating the slope in
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<table>
<thead>
<tr>
<th>Exposure range for RR</th>
<th>Count in range</th>
<th>Average exposure in range</th>
<th>Average response in range</th>
<th>Rate ratio (RR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LB&lt;sup&gt;a&lt;/sup&gt;</td>
<td>UB&lt;sup&gt;a&lt;/sup&gt;</td>
<td>LB</td>
<td>UB</td>
<td></td>
</tr>
<tr>
<td>0-th Perc&lt;sup&gt;b&lt;/sup&gt;</td>
<td>20-th Perc</td>
<td>0</td>
<td>0</td>
<td>3020</td>
</tr>
<tr>
<td>20-th Perc</td>
<td>40-th Perc</td>
<td>0</td>
<td>3.13</td>
<td>980</td>
</tr>
<tr>
<td>60-th Perc</td>
<td>80-th Perc</td>
<td>11.30</td>
<td>25.13</td>
<td>2000</td>
</tr>
<tr>
<td>80-th Perc</td>
<td>100-th Perc</td>
<td>25.13</td>
<td>201.11</td>
<td>2000</td>
</tr>
</tbody>
</table>

<sup>a</sup> Percentiles (Perc) in the 10,000 simulated observations.

<sup>b</sup> Lower Bound.

<sup>c</sup> Upper Bound.

<sup>d</sup> RR = average response in the exposure interval/average response in the first (reference) exposure interval.
the generating model occurs when the exposure–response model is fitted with the intercept fixed equal to one.

When the underlying exposure–response relationship is more non-linear than in examples 1 and 2, fixing the RR = 1 for the lowest exposure group, or fixing the RR = 1 for the second lowest exposure group, etc. substantially changes the fitted continuous linear regression model “with fixed intercept” (i.e., with the fitted model forced to pass through one at the first exposure, or one at the second exposure, etc.) even when the fitted models are rescaled back to the original scale. This does not happen when the intercept is estimated rather than fixed. Thus, the somewhat arbitrary choice of which group to use as the comparison group substantially impacts the slopes of the predicted RRs when the model fit is forced to go through one at zero exposure. (The Supplementary Material contains an illustrative example.)

Therefore, when the RRs are the only available data (as opposed to the individual data), the biggest problem in the exposure–response modeling is fixing the intercept (i.e., forcing the fitted model to pass through a specified RR at a specified exposure) instead of estimating the intercept.

5. Conclusion

There are both general pitfalls and important current practical concerns associated with exposure–response modeling of human epidemiological data based on RRs. When individual data are available, exposure–response modeling is best based on that data rather than being based on summaries of that data such as the RRs. Because the data for the controls (or the lowest exposure interval) are random and not known with certainty a priori, any exposure–response modeling should estimate the intercept in the RR model rather than fixing the intercept equal to one. Summary RRs from a categorical model may be based on a different background hazard rate than the background hazard rate in a continuous model. Evaluation of a model’s goodness-of-fit to the individual data should not be based on the assumption that summary RRs describe the true underlying exposure–response relationship. That these pitfalls are a practical concern is illustrated by the need for U.S. EPA to reconsider its most recent evaluation of ethylene oxide.
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