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Abstract

The monthly climatology of the surface wind stress
and heat flux and the seasonal climatology of the
hydrography of the Gulf of Mexico have been
created. These data provide the surface forcing,
lateral boundary conditions and initialization for a
%° X %°, 16-level, three-dimensional, time-dependent
numerical model of the Gulf. An analytical second
moment turbulence closure scheme embedded within
the circulation model provides for surface-mixed
layer dynamics. The computational code uses a split-
mode time marching procedure to include a free
surface at minimal sacrifice in computer cost com-
pared to rigid lid models. A year's simulation was
obtained utilizing a two-component wind model
which satisfies both synoptic surface mixing and
climatological general circulation requirements. Com-
parison of the three-dimensional model results with
observational data " indicates that the model can
reproduce many aspects of the large-scale features of
the circulation. The seasonal cycle of the mixed layer
and thermocline compares well, but not perfectly,
with climatology. An area-averaged, one-dimensional
{(z—t) model and a reduced-gravity, two-dimensional
(x—y—t) model are used to interpret some of the
full model results. The model results indicate that
attention must be paid to details of initialization
techniques in spite of the ocean"s rapid geostrophic
adjustment rates. Toward the end of the model year,
a weak anticyclonic eddy is pinched off the Loop
Current; probably finer resolution than that offered
in this paper is required to increase the intensity of
the eddy. Nevertheless, a variety of transient, smaller
scale, baroclinic eddies are evident in the calculated
circulation patterns. Deficiencies in both the atmo-

spheric and lateral boundary forcing data are iden-
tified which should lead to strategies for improved
model simulations.
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{ntroduction

The Guilf of Mexico is a region of scientific interest
due to its intense current systems and large temporal
and spatial variability. Moreover, there have been few
previous modelling efforts for the Gulf. Those models
that do exist do not include thermodynamical
processes. The work of Baer et al. (1968) using a
four-level quasi-geostrophic model developed by
Hamm and Lesser (1968) was the first attempt to
produce Gulf circulation patterns. This model, after
initialization with data, was used to forecast a four-
week period. The results of the forecast showed much
temporal variability and large upwelling and down-
welling velocities (of the order of the horizontal
velocities). While producing interesting results, the
model considered only an intermediate region away
from surface and bottom influences, and excluded all
topographical effects. Paskausky and Reid (1972)
developed a barotropic Gulf model that included
topography and inertial effects on a B-plane. The
results were of limited use since one of the terms in
the governing equations (vortex stretching from topo-
graphic changes) was inadvertently omitted from
the finite difference version. Wert and Reid (1972)
constructed a two-layer quasi-geostropic model that
was able to simulate qualitatively the annual cycle of
Loop Current intrusion. A barotropic model, a
reduced gravity model and, additionally, a two-layer
model were used by Hurlburt and Thompson (1980,
1982) to elucidate some of the dynamical processes
governing the Loop Current and its attendant eddy
shedding. Their investigation showed that temporal
variations in the inflow at the Yucatan Straits were
not required for realistic shedding cycles and
provided useful results for interpreting the effects of
resolution and horizontal viscosity.

This article aims to describe and test a numerical
three-dimensional circulation model of the Gulf.
Realism is stressed in the model presented here in
that realistic coastline, bottom topography, atmo-
spheric forcing and oceanic initialization are accom-
modated. The model includes a free surface, a second
moment turbulence closure model which should
produce good simulation of the ocean surface layer,
and numerical procedures which appear to cope
gracefully with large baroclinic and topographic
variability. The following sections contain a discus-
sion of the hydrographic and atmospheric surface
flux climatologies, data which provide the model with
surface forcing, lateral boundary conditions and
initialization, and a description of the circulation
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calculated by the model which is, whenever possible,
compared with oceanographic observations. The
model] simulation was for a period of one year; it
is initialized with climatological temperature and
salinity distributions (February 15) and is driven by
climatologically derived surface wind stress and heat
flux.

Climatology of the Gulf of Mexico

Anticipating the need for model initialization, surface
forcing, lateral boundary conditions and data with
which to compare model calculations, a climatology
of the Gulf of Mexico has been created.

Climatological wind stress, heat flux and effective
salt surface flux were determined from data files
TDF-11 maintained by the National Climatic Center
(NCC); the files consist of over a million Gulf surface
ship observations. The raw data were edited and
converted with the aid of bulk aerodynamic and
radiational exchange formulas to produce monthly
estimates of the wind stress statistics, heat flux and
mass flux on a 1° square grid. The transfer coeffi-
cients in the formulas vary with wind speed and
stability in a manner similar to those of Bunker
(1976). The stresses and fluxes were then placed on
the finer resolution numerical grid by an objective
interpolation technique (see appendix by H.J. Herring
in Kantha et al., 1981).

The area-averaged wind stresses shown in Figure 1a
indicate that while the zonal stress is easterly, weak
winter “northers™ and summer southerlies are present.
The net heat flux of the Gulf shown in Figure 1b
(where a positive value implies a net warming of the
ocean) shows that the basin loses more heat to the
atmosphere during the winter than it gains in the
summer time with an annual mean of -48 Wm™2.
Annual rates determined by Hastenrath and Lamb
(1978), Bunker (1976) as recomputed by Etter
(1975, 1983) are somewhat lower, —27, —21 and
—8 Wm™, respectively. The contribution of the
latent heat flux is greater than in the previous
estimates and accounts for most of the differences
(a reduction of the mass transfer coefficient for
evaporation by 25% produces a nearly null, net
annual heat flux). The reason for this is not yet clear;
it should be noted that all of these heat flux estimates
are based on substantially the same data base. The
total uncertainty in these calculations was estimated
by Hastenrath (1980) to be in the order of 20—
30 Wm™2,

The mass budget for the Gulf is shown in Figure
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Fig. 1. The annual cycle of Gulf averaged wind stress (a), heat
budget (b), and mass budget {(c) derived from climatological,
atmospheric surface data. Direction of arrow at top right
indicates North; its magnitude represents a wind stress of
0.2dynescm2,

1c. The observations of precipitation are much too
low. The net mass flux, —78 X 107% kgm™ s™' or
equivalently ~250 cm yr!, is much larger than the
estimates of Franceshini (1961), Jacobs (1951), Maul
(1979) and Etter (1975). The disparity in these
precipitation estimates is not yet understood and
further investigation is required. Monthly net heat
flux and mean wind stress distributions were cal-
culated from the data and used as boundary con-
ditions for the model; data for every third month is
shown in Figures 2 and 3. (Distributions for all
months are available from the authors) These
quantities exhibit considerable horizontal structure as
well as seasonal variability.

To complement the atmospheric forcing data, the
complete set of Gulf temperature and salinity data
files maintained by the National Oceanographic Data
Center (NODC) were processed. The edited raw data
were averaged on a 1° square grid at the standard
NODC depth levels. This new data set includes all
the data which were archived prior to 1979 and
consists of over half a million temperature and
salinity observations. The number of observations is
about 50% higher than that used by Behringer et al.
(1977). Despite this, the quantity of data is still
insufficient for forming meaningful monthly Gulf-
wide distributions. Seasonally varying distributions
are therefore constructed in the upper 1000 m while
annual mean values are used between 1000 m and
1500 m; below 1500 m area-averaged, annual mean
values are used. This final data set, after being spread
onto the model grid points via the objective inter-
polation technique, is fitted to the vertical levels in
the model by linear interpolation. The model uses
the data from the first season, averaged January—
February—March conditions, and is therefore initial-
ized on February 15. Other seasonal distributions are
available against which model simulations can be
compared to provide a form of model verification.
Figures 4 and 5 show the seasonal temperature and
salinity distributions at four levels in the model.
Analogous distributions exist at all 15 model levels.

The effect of averaging and interpolating the
historical data files is to produce representative but
considerably smooth temperature and salinity fields.
The thermal manifestation of the Loop Current
(Fig. 4) is smoothed considerably when compared to
synoptic maps, as is upwelling along the northern and
western coasts of Yucatan.

The Circulation Model

The ocean circulation model developed for use in this
study is intended to represent ocean physics as real-
istically as possible. The model is three-dimensional,
incorporating a turbulence closure submodel to
provide a firm basis for the parameterization of the
vertical mixing processes. A complete description of
the governing equations and the numerical techniques
can be found in Blumberg and Mellor (1983, 1985).
For the reader’s convenience a brief discussion of the
principles and assumptions is presented here.

Two simplifying approximations are used: (i} it is
assumed that the weight of the fluid identically
balances the pressure (hydrostatic assumption), and
(ii) density differences are neglected unless the
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Fig. 2. Monthly mean, observed heat fluxes for February, May, August and November. The time sequence is clockwise.
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Fig. 3. Monthly mean, observed wind stress vectors for February, May, August and November. The time sequence is clockwise.
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Fig. 4c. Same as Fig. 4a except for the 500-m depth.

differences are multiplied by gravity (Boussinesq
approximation). Consider a system of orthogonal
Cartesian coordinates with x increasing eastward,
y increasing northward and z increasing vertically
upwards. The ensemble mean velocities are U, ¥, W.
The free surface is located at z = n(x,y,f) and the
bottom is at z = —H{(x,y).
The continuity equation is

oUfox + dV/dy + oW/[az = 0. 1)

The Reynolds momentum equations in conservative
form are

aU/at + U2 [ax + dUV/9y + oUW/[dz — fV

= —(1/po)3P[3x + 3/dz(KpdU3z) + F, ®

aV[ot + dUV/[dx + V2 [ay + dVW[3z + fU
= — (1/p0)3P[3y + 3(3z(KpdV/[22) + F,, ©
—pg = 3PJoz, @

with po, the reference density; p, the in situ density;
g, the acceleration due to gravity; and P, the pressure.

A latitudinal variation of the Coriolis parameter, f, is
introduced by use of the § plane approximation as

f=fo +By. )
For the Gulf of Mexico, fo = 6.147 X 107° s™! and
B=2.070 X 107! m™ 57! appropriate to a latitude of
25°N. ~
The pressure at a depth z can be obtained. by
integrating the vertical component of the equation
of motion, equation (4), from z to the free surface, 1,
and is

P(xy,z,t) =Py + 800N +gj p(xy,2' 0)dz'.  (6)

Henceforth, the atmospheric pressure, P, is
assumed constant.

The equations for the mean of any scalar, ©;, may
be written

36,/3t + 3UB,[dx + IVE,fdy + dWO,foz

™
= +a/az(KHaei/32) + Feig

where ©; may represent mean potential temperature,
O, or salinity, S.
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Once the temperature and salinity have been
computed, the density is represented (see Fofonoff,
1962) as

P = Pg (©,9), ®)

where p, is the potential density.

The vertical mixing coefficients in Eqgs. (2), (3)
and (7) are obtained by appealing to a second order
turbulence closure scheme (Mellor & Yamada, 1982).
While the details of the closure model are rather
involved, it is possible to reduce the prescription of
the mixing coefficients to a form functionally
dependent upon 3U/dz, dV/dz, gpy' 3p/9z, q and .
Furthermore, the closure model provides a set of
differential equations which characterizes both the
turbulence kinetic energy, q%/2, and the turbulence
macroscale, /.

The terms F,, F),, and Fg, found in Eqs. (2), (3)
and (7) represent horizontal viscosity and diffusion
and are written as

Fx =AM(262 U/ax2 + .a/ay(aU/ay + aV/aX)), (93)

F, = 4)(20* V[ay* + 3[x(3Uay + a¥/3x)), (9b)

.
ap AL

and
Fg; =AV3?e,, (10a)

where V? is the Laplacian operator. These horizontal
diffusive terms are meant to parameterize subgrid
scale processes. However, in practice the horizontal
diffusivities are usually required to damp small scale
computational noise. The form of Fy and Fj used
here is such that they are invariant to coordinate
rotation.

The boundary conditions at the free surface,

z =n(x,y), are:

poKy(8U/0z,3V/[02) ~ (Tox,Toy) asz—>n, (11a)
PoCpK (38/0z, 35/3z) ~ (H,S) asz —+n, (11b)
q* =Byu?, z=q, (11¢)

q*1=0, z=q, (11d)

W = Udn/dox + Von/dy + an/ot, z=7n, (lle)

where (7qx,70y) is the surface wind stress vector, H
is the net ocean heat flux, and S = S(0)(E — P)/po
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where (E — P) is the net evaporation—precipitation
fresh water surface mass flux rate. In Eq. (11c),
u, = lro/po '’? is the friction velocity and B, is one
of the empirical constants in the turbulent closure
relations. In the present version of the model the
boundary conditions are linearized about z = 0. This
introduces a small error as it neglects the storage of
mass and ©; in the region betweenz =0and z =17.

At the bottom, z = —H(x,y), zero vertical flux for
© and S are stipulated, that is,

Ky(08/az,05/0z) =0, z=—H, (12a)
At the bottom the macroscale, /, is zero, thus
q*l=0, z=—H (12b)
and
q* =Bu?, z=-H. (12¢)

Now, u, is the friction velocity associated with the
bottom frictional stress. Also at the bottom,

W = —UdH/ax — VoH|/ay. (12d)

The horizontal velocities are not set to zero at the
bottom; instead, they are subjected to a bottom stress
at z = —H of the form

Kp0/3z(UV) ~ (rg7gy) = k(UM WU, (13)
where (7y,,7g,) is the bottom stress vector and
k =0.0025.

The presence of lateral boundaries imposes addi-
tional constraints on the governing equations. At
“closed” land—water interfaces a no-slip condition is
invoked on the velocity field. Another condition is
that there are no diffuse fluxes of any property into
or out of these interfaces. These boundary conditions
insure proper conservation properties. The “open”
seaward boundary conditions are. more difficult.
Basically, the problem is to parameterize correctly
the environment exterior to the relevant domain.
With this in mind, one can identify two types of open
boundaries, inflow and outflow. Temperature and
salinity are prescribed from data at an inflowing
boundary whereas at outflow boundaries 8@/dr +
Un98/dn = 0 is solved where the subscript n is the
coordinate normal to the boundary. Turbulence
kinetic energy and the macroscale quantity (g2/) are
calculated with sufficient accuracy at the boundaries
by neglecting the advection in comparison with
other terms in their respective equations.

The vertical shear of the normal component of
velocity is determined from geostrophic balance at

the open boundaries. Absolute velocities can be
obtained by assuming a level of no motion at the
bottom and this is, of course, tantamount to a
knowledge of the sea surface slope. Generally, the net
total transport of an “open” region computed in this
way will not balance so that the region will either fill
or empty as time progresses. Therefore, the normal
velocity distribution must be corrected to ensure
balance. Details are discussed in the next section. A
free-slip condition is specified for the tangential
component of velocity at the open boundaries.

Numerical Methodology and Mode! Parameters

The governing equations together with their boun-
dary conditions are solved by finite difference
techniques with a staggered “C” grid (Arakawa &
Lamb, 1977). The staggered arrangement uses U at
points to the east and west of the point where i and
H are defined and V at points to the north and south
of the n and H points. The horizontal grid increments
are constants, while the vertical increment Az varies
in thickness to accommodate more resolution near
the surface. The time differencing is the conventional
leapfrog technique. However, the scheme is quasi-
implicit in that vertical diffusion is evaluated at the
forward time level. Thus, small vertical spacing is
permissible near the surface without the need to
reduce the time increment or restrict the magnitude
of the mixing coefficients. A mode splitting tech-
nique (Simons, 1974) has been implemented for com-
putational efficiency. It should be noted that the
finite difference equations conserve energy, ©;, mass
and momentum. Also they are second order accurate
in space and time when dissipation is neglected.
Details of the finite difference equations and com-
puter programming techniques are presented in
Blumberg and Mellor (1983, 1985).

The Gulf of Mexico was schematized onto a
computational grid with a horizontal resolution of
%° X %° (50 km X 55 km) representing a 34 X 24
lattice of points as illustrated in Figure 6. All depths
less than 30 m were considered to be land areas. The
bottom topography used in the model is also shown
in Figure 6. The topographic data was digitized from
Nautical Chart 411 available from the National Ocean
Survey. Since the model has 16 levels in the vertical,
the actual topographic data was fitted to the nearest
model level causing a slight distortion of the bottom
shape. The distribution of grid points in the vetical
is given in Table 1. The quantity, z, eorresponds to
the depth at which horizontal velocity, 8; and density
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are located, while z' refers to the depths at which
the turbulence quantities and the vertical velocity are
defined. The fine vertical resolution near the surface,
along with the logarithmic grid spacing, ensure that
the surface layers will be resolved well as demon-
strated by Blumberg and Mellor (1983). The ex-
ternal mode time step is 36 s whereas the internal
time step is 100 times larger, or 1 h.

TABLE 1. The Vertical Distribution of Grid Points, The
Quantity z' Refers to the Depths at which the Turbulence
Quantities and the Vertical Velocity are Located, while z
Corresponds to the Depth at which Horizontal Velocity,
©; and Density are Defined

Level 2'(m) z(m)
1 0 1
2 2 3
3 4 6
4 8 12
5 16 24
6 32 48
7 64 96
8 128 192
9 256 384

10 512 768

11 1024 1280

12 1536 1792

13 2048 2304

14 2560 2816

15 3072 3328

16 3584
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The numerical solutions are also dependent on the
horizontal viscosity, Ay, and the horizontal diffu-
sivity, Az, The values used in this study are Ay =
4 X 10° m? 5™ and 45 =2 X 10° m? s™. Sturges
and Blaha (1976) have postulated the existence of a
western boundary current in the Gulf, in which case
the boundary current width, according to Munk
(1950), is of order 2(dy/f)'® = 150 km and is
therefore not quite resolved. Short term, preliminary
numerical tests with lower 4, and 4 indicate that
a reduction by a factor of four is possible with the
1%° resolution and this numerical scheme. Future
simulations will use lower values. The only other
adjustable physical parameter is the background
vertical mixing coefficient. The results of a sensitivity
study by Blumberg and Mellor (1979) on the seasonal
variability as simulated by an area-averaged numerical
model indicate that this coefficient should be 1 X
10™* m? s™'. This value is on the order of 100 times
smaller than the model-generated values in the upper
mixed layer.

The choice of wind stress statistics is governed and
complicated somewhat by the fact that surface-layer
mixing depends synoptically on 7, = |1, | where 7, is
the surface wind stress vector. The required clima-
tological average should be 7, = fro|. On the other
hand, Ekman transports depend on 7, and-7y,. Their
climatological average and the resultant general
circulation require 7y and 7). The data set when
averaged over all months and over the whole Gulf
yields ¥o = 0.6 dynes/cm?, 7, = —0.3 dynes/cm? and
Ty = —001 dynes/cm®. Clearly, climatological
averages of 7, and 1), will underestimate the stress
needed for proper mixing. To satisfy both the surface
mixing and general circulation requirements, a simple
two-component wind model has been devised to drive
the Gulf circulation model (see Blumberg and Mellor,
1983, for graphical representation).

Tx = To(X¥)[(1 + A4 cos w, 1) cos (w, t + ¢)

(14

+0.1 cos w,t],

T

y = —To(xy)[(1 + 4 cos w, ) sin (w; 1 + ¢)

(15)

—0.1 sin wzt] ,

where w, =2aT{! and w, = 2aT;'. The value T, =
four days is prescribed to represent roughly the
passage of tropical and subtropical cyclones and T, =
one day as a token representation of the diurnal
cycle. The parameters 7, and ¢ are slowly varying
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functions of time interpolated from the monthly
climatological averages and are obtained according to
7o = 2(7% + 73)"? and ¢ = tan™' (—7y/7y). The data
has also been used to determine that 4 is very close
to unity; therefore, A =1 is specified in the model.
The wind stresses specified by this wind model, of

course, contain the means shown in Figure 3, but also.

closely approximates the observed monthly average
of Tro . Nevertheless this wind model may still be too
simplistic in view of the work of Klein (1980) who
has demonstrated that averaging wind fields tends to
reduce mixed-layer deepening.

The original intent of the model development was
to study the environmental impact of OTEC power-
plants which can change the sea surface temperature.
Therefore, to account for this physical process,
feedback has been added to the heat flux boundary
condition so that

H=Hdata +Y(Tgata — 1) (16)

where Hy,, and T 4,,, are the data-determined heat
flux and surface temperature, respectively, and T is
the model-predicted surface temperature. The data
reduction effort has also been used to determine that
4 = 50 W/m?°C. This particular mechanism assumes
that the heat flux change is only dependent upon the
difference between the predicted and data-deter-
mined surface temperatures. (The value of vy = 50
W/cm®C was actually determined by .adding one
degree to the observed sea surface temperature and
computing the incremental change in H. The spatial
and temporal variability of vy was quite small and
justified use of a constant value, The procedure does
not include the secondary feedback due to the
atmospheric response to the sea surface temperature
disturbance.) In those simulations without OTEC
plants, Eq. (16) can be thought of as a way to drive a
model using both the imposed heat flux and surface
temperature.

The initial velocity fields are simply set to zero.
Diagnostic numerical experiments conducted in the
initial phases of this research effort indicate that the
energetics of the velocity field are steady after about
seven days. This is in accord with the results of
Holland and Hirschman (1972) that show a 20-day
adjustment period of a much larger domain, the
Atlantic Ocean, and with the 10-day spin-up time of
Blumberg and Mellor (1983) for a Gulf-sized South
Atlantic Bight domain. During model development
the start-up shock produced by setting the initial
velocity fields to zero is most useful as computer

programming deficiencies are quickly revealed.
However, the geostrophic adjustment processes
rapidly lead to displacements of the initially
dynamically unbalanced isopycnals (isotherms and
isohalines). The displaced distributions essentially
become the new initial conditions for the simulation.
Undoubtedly a very smooth start of the model
should, in future runs, perhaps be achieved by some
form of dynamical initialization (Miyakoda et al.,
1978); for ocean applications geostrophic balance
may be a satisfactory initial state.

The oceanic boundary conditions in the Yucatan
Straits and Straits of Florida can also be obtained by
use of the edited NODC data set. Both of these
regions were divided into four horizontal %° square
boxes in an attempt to avoid some of the smoothing
which occurred with the Gulf-wide seasonal data sets.
The data was then sorted into cross sections as a
function of season and depth. Velocity profiles were
then inferred from geostrophy, assuming a level of
no motion at the bottom. The total transports
associated with the profiles were quite variable and
there were large differences between inflow and
outflow at particular seasons. (For the four seasons,
values of 29.7, 319, 32.1 and 34.4 Sv were obtained
at the Yucatan Straits. However, at the Straits of
Florida the transports were 35.6, 14.0,23.7 and 34.8
Sv(l1 Sv=10% m3 s’1)).

Augmented by an approximate knowledge of the
total transport flowing into and out of the Gulf of
Mexico, Niiler and Richardson (1973), and Molinari
et al. (1978), the temperature and salinity profiles
at the two Straits were adjusted until a transport of
30 X 10® m® s was obtained for each season. This
adjustment process, actually an “unsmoothing” of
the data, was accomplished by an interactive
procedure whereby the tilting of isotherms and iso-
halines at a particular cross section were proportion-
ately adjusted until geostrophically obtained velo-
cities produced a net transport of 30 X 10 m? s™*.

The procedure for prescribing boundary condi-
tions is quite straightforward. An atmospheric data
library consisting of the monthly mean values of the
surface stress and the monthly heat flux distributions
at all surface grid points is created. The seasonally
varying velocity profiles and temperature and salinity
distributions (inflow only) at the two straits are
stored in a similarly constructed oceanic data library.
As the calculation proceeds, the proper data is
selected from the libraries and inserted into the Gulf
model by means of linear interpolation.
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Simulated Gulf of Mexico Climatological Circulation
The simulated climatological circulation in the Gulf
of Mexico is produced by a year-long integration of
the numerical model. The model year consists of 360
days, beginning February 15, using climatological
season 1 to initialize the temperature and salinity
fields. It was assumed that this date approximated the
three-month seasonal average. The results of the
simulation are presented inthe form of horizontalty
distributed as well as area-averaged values. The
selected depths are chosen to coincide with standard
oceanographic levels and are interpolated from the
model levels.

The model produces synoptic output and even
though driven by climatological boundary conditions
(but note again, Eqs. (14) and (15)) cannot be com-
pared directly with climatological hydrography which
is nearly all that is available. Nevertheless, the model
simulations can be assessed by their general con-
sistency with observations. In particular, the ability
of the model to produce a similar variability,
intensity, position and extent of the observed major
current systems will be apparent. Another effective
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way of validating the model predictions is to make
sure that they reproduce the essential features of the
seasonal thermal variability of the upper layers. The
observed large-scale features of the circulation of the
Gulf of Mexico and the efforts towards understanding
them have been discussed by Molinari et al. (1978),
Elliott (1982), Nowlin and McLellan (1967), Sturges
and Blaha (1976) and Leipper (1970), among others.

Time sequences of the calculated velocity patterns
at 6 m, 100 m, and 500 m depth are illustrated in
Figure 7. So that the seasons correspond to the
graphical arrangement of the climatological data to
be discussed later, the last computational day is
located in the upper left hand corner of these figures.
The most overt features of the circulation are the
persistence of the Loop Current and of an anti-
cyclonic gyre in the western portion of the Gulf,
These features are evident at all depths away from the
surface layers where wind-induced Ekman currents
prevail,

No large amplitude anticyclonic eddies have
separated from the Loop Current (Ichiye, 1962; Reid,
1972; Elliott, 1982). As discussed below, only a weak



eddy shedding event has occurred during the model
year run. According to the study by Hurlburt and
Thompson (1980, 1982), horizontal viscosity needs
to be decreased by a factor of about four and the
horizontal resolution decreased by a factor of two
before eddy shedding instabilities occur. However,
there may not be a one-to-one correspondence
between their simple models with neither thermo-
dynamics nor atmospheric forcing and the present
model. They also demonstrated that while a large
value of the horizontal viscosity will prevent discrete
eddies from shedding, a large value is an effective way
to parameterize the mean over many eddy cycles. The
model results presented here do exhibit seasonal
variability. The Loop seems to penetrate further
northwestwards into the Gulf during the late fall and
winter than it does at other times. The August
currents at 500 m, for example, show that the Loop
has receded to the south,

A number of small eddies, in spite of the 50 km

resolution, can be identified in the model results of

Figure 7. One can see approximately four to five
eddies of ~180 km diam (about 4 Rossby radii) in
any of the illustrations shown in Figure 7b. For the
most part the eddies extend to approx. 500 m depth.
Some of the eddies are permanent (over the DeSoto
Canyon for example) but most form and dissipate in
a matter of a few months.

The near-surface currents are large as they are
subject to strong wind effects. The velocities in the
Loop are organized and comparable to those observed
by Hubertz et al. (1972). Surface currents diminish-
ing in speed as they approach the region of maximum
loop curvature have been observed in the Gulf by
Kirwan et al. (1975). The observational and theore-
tical work of Chew (1974) also demonstrated this
point. The surface manifestation of a cyclonic eddy
near 25°N, 96.5°W, south of Brownsville, Texas, is
evident in Febroary and August. This cyclonic feature,
accompanjed by intense upwelling, is quite similar
to the one observed by Merrell and Morrison (1981)
and Brooks and Legeckis (1982). The simulated eddy
might have migrated to the western Gulf from the
Loop Current region as suggested by Merrell and
Morrison (1981). On the other hand, it also appears
reminiscent of a locally forced circulation, analogous
to the one arising from the “Charleston Bump” in
the South Atlantic Bight (Brooks & Bane, 1978). In
the shallow waters along both the Texas coast and the
Campeche Bank there seems to be a wind driven
westward flow, while the central portion of the Gulf
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exhibits a surface flow to the north and the northeast
in agreement with Ekman dynamics for these parti-
cular winds.

The circulation in the central Gulf indicates a
year-round westward flow north of the Campeche
Bank at all depths. This current seems to approach
the Mexican coast at 22°—23°N during some months
(e.g. August) and at other times turns southwest
flowing over the Campeche Canyon before approach-
ing the coast. As this current approaches the coast
and turns north, it flows along the western boundary
to about 20°N where it turns east and begins a re-
circulation gyre. This current system is similar to that
proposed by Sturges and Blaha (1976). They con-
clude that the maximum flow occurs in December
and this is in agreement with model results. Since
there have been no rings pinched off the Loop
Current in the model year-long simulation, the
western basin is probably driven by the wind stress
curl as the gyre persists throughout: the prediction
period.

A smaller scale, permanent cyclonic eddy in the
vicinity of the DeSoto Canyon near 28.5°N and
87.5°W is apparent at all depths in the predicted
results. These results compare well with observational
evidence presented by Molinari et al. (1978). In both
situations (data and model predictions) the eddy
extends south as a trough across the narrowest
portion of the deep basin and appears in all seasons.

No consistent circulation emerges from the model
results for the West Florida Shelf area. A strong,
rather steady flow exists flowing southward along the
Shelf break, but the dynamics on the Shelf seem to
be a result of the local wind. The flows are highly
variable with May conditions producing the weakest
overall patterns. The work of Jones (1973) corro-
borates these predictions.

The deep currents (not shown) in the Gulf weaken
considerably as the bottom is approached. At 1000 m
depth the currents are about 5-10 cm s while at
2800 m the speeds are less than half of these. In all
instances the deep flow consists of anticyclonic gyres
around the two rather deep, almost independent
basins. ) '

The temporal and spatial variation of the height of
the free surface in the Guif as predicted by the model
is shown in Figure 8. The Loop Current appears as a
bundle of height contours with maximum differences
of perhaps 45 cm across it. The largest gradients
occur in the May and August distributions with
smaller values of 30 cm in February and November.
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Fig. 8. Calculated surface elevations. The sequence is clockwise and the middle day of the months February, May, August and

November are shown.

The dynamic topography of the sea surface with
respect to a 1000 m reference level computed by
Molinari et al. (1978) shows similar characteristics.
That the transports are largest in February and
November when the elevation gradients are weakest
implies that the wind has a considerable influence at
these times. Finally, the February distribution shows
most clearly the high (anticyclone) and low (cyclone)
pressure distributions in the western basin.

The time sequence of calculated surface elevations
shown in Figure 8 indicates that a weak shedding
event has occurred. By following both the 10- and
20-cm isoheights throughout the course of the year
one finds that there seems to be an eddy (20 cm
contour) embedded within the westward bending of
the Loop Current (10 cm contour). This type of weak
shedding was duplicated with a two-dimensional
(x-y-t) reduced gravity model (see Hurlburt and
Thompson (1980) for the governing equations) using
the same parameters and resolution as the full three-
dimensional model. When the horizontal grid spacing
was decreased to 25 km along with a 10-fold decrease
in the horizontal diffusivity, strong eddies were shed

on a periodic basis. It appears that for more intense
eddy shedding the 50 km resolution must be im-
proved; probably a grid spacing of 25 km is the
largest that will support proper shedding dynamics.
The predicted temperature and salinity distribu-
tion near the surface and at 100 m and 500 m below
it are shown in Figures 9 and 10. As mentioned
previously, the observed climatological temperature
and salinity analysis procedures introduce smooth-
ing of observed gradients. The model, on the
other hand, predicts fields with greater spatial and
temporal variability. The near-surface temperature
fields show small scale shelf intrusions and fronts.
The horizontal structure of the surface salinity fields
has practically vanished due to neglect of river inflow
and surface mass flux. Both of these deficiencies can
be remedied by appropriate changes in boundary
condition definition. Below the surface layers the
Loop structure in the data and model results are quite
similar with respect to areal extent and tilt angle.
The hydrography associated with cyclonic eddy
south of Brownsville is manifest in Figures 9 and 10.
Intense upwelling of the isotherms and ischalines is
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evident at the 100-m depth level. The observations
of Nowlin (1972) and Merrell and Morrison (1981)
carry a hint of this upwelling. The model overpredicts
both the temperature and salinity fields at 500 m by
1.5°C and 0.25%o respectively. This may be due to
the downwelling associated with the anticyclonic gyre
so persistent in the western Gulf. On the other hand,
the model reproduces the existing summer upwelling
regions along the northern and western coasts of
Yucatan. The model is also successful in predicting
the rapid diminishing of large scale horizontal
gradients as depth increases.

It is useful to reduce the large amount of informa-
tion produced by the model by considering area-
averaged, seasonal thermal variability of the upper
Gulf layers, as in Figure 11a. Generally the model
predicts the observed deepening and subsequent
rapid rising of the isotherms over the course of the
annual heating cycle. The results do not, however,
show enough deepening. The timing of the onset of
spring heating is also not well reproduced. Both of
these discrepancies can be attributed to model
start-up. The geostrophic adjustment tends to bring
the initially tilting isotherms to a more horizontal

90 8s

position where they have less potential energy. Thus
the surface layers are cooled while the deeper layers
are warmed immediately after initialization. In Figure
11a it appears that the 100-m or the 21°C isotherm
separates the layers. After the adjustment occurs the
model then begins to recover towards climatology. As
a consequence of this experience the model is now
routinely initialized with the results of a diagnostic
run as in Blumberg and Mellor (1983).

The global averages of temperature and salinity are
depicted in Figure 11b as a function of time for both
data and model predictions. The model seems to have
coped well with the initial adjustment processes as
the global integrals, for the most part, follow clima-
tology. The salinity cycle is reproduced, but the
global temperature predictions show a distinct
warming trend. An analysis of the model heat budget
indicates that the Gulf acted as a heat sink to the
atmosphere because of the feedback contribution
(+62 Wm?) producing a net of +14 Wm? when
combined with the data-determined heat flux
(—48 Wm?). The model is in effect being driven by a
combination of data-determined heat flux and surface
temperature. The advective heat flux (net heat
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transport by the currents divided by the surface area
of the Gulf) was +25 Wm'® and the rate of heat
storage was, equivalently, 39 Wm™2. The feedback
contribution was significant because the start-up
shock tended to cool the surface layers and made it
seem, via the feedback terms, as if the Gulf required
more heat input. The net advective flux, although
within the estimates of Etter (1975), Hastenrath and
Lamb (1978) and Bunker (1976), is probably respon-
sible for the unobserved continued warming of the
deeper waters. This indicates that the specification
of the inflow/outflow boundary conditions should be
subject to further detailed investigation.

In an attempt to understand the model’s simula-
tion of seasonal variability, numerical experiments
have been conducted with a one dimensional model
and therefore may be compared to the precursor
work of Martin and Roberts (1977). The one-
dimensional equations are the thiree-dimensional
equations after averaging horizontally over the Gulf.
The averaging procedure introduces terms such as
those involving the net horizontal advection of heat
into the basin and vertical velocity-temperature
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correlations which are neglected in this analysis. The
one-dimensional model employs the same wind
model, vertical resolution, time step and initial
conditions as the full model and is driven by the area-
averaged atmospheric forcing data. The results from
the experiment are shown in Figures 12 and 13. The
resultant annual surface heat flux cycle (Figure 12)
indicates as in the three-dimensional model that the
feedback contribution alters the net flux as seen by
the model Gulf. The annual means of the heat flux
components from the z-f model simulation are
48 Wm™ from the analyzed data (see Section 2)
and +57 Wm? from the feedback term; the net
annual mean is +9 Wm 2.

The seasonal variation of the isotherm depths is
shown in Figure 13. The simulation produces close
agreement with data (Figure 11a, left side). The feed-
back mechanism, it seems for the z-¢ model, affects
only the timing of the séasonal heating and cooling
transitions. An additional calculation with the latent
heat contribution reduced by 25% so that the data
now supports a +3 Wm'? net annual heat flux (see
Section 2) produced similar results. Both calculations
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show little seasonal variability below 150 m. The
slight deepening of the isotherms below this depth is
due to the specified background mixing; the value
1 X 10™ m? s is either too large at this depth or

compensatory upwelling should have been specified.
Analogous numerical experiments conducted by
Blumberg and Mellor (1979) employing a similar heat
flux but a different wind model produced results



142 A.F. BLUMBERG AND G.L. MELLOR

198

J
[
[~
aQ
T
N

Dato Determined Flux

~ -

—

HEAT BUDGET (W/M"2)
[

-208

-3020
MONTH OF YEAR
Fig. 12. The annual cycle of the heat flux components
calculated by an area averaged (z-t) mode! of the Guif. The
model calculations began and ended on February 15th.

which differ in the upper 20 m from those discussed
in this section. It seems that the application of a wind
stress via a wind model in conjunction with a heating
cycle containing transitions is a relatively delicate
matter and may, if one were to consider individual
years, govern the mixed-layer depth and surface
temperature of the entire summer.

The result of the experiment (Figure 13) agrees
better with the data than does the equivalent distri-
bution produced by the full model (Figure 11a, right
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Fig. 13. The annual variation of temperature in the Gulf
calculated by an area averaged (z-¢) model. Isotherms in °C.
The model calcutations began on February 15th.

T

side). The primary reason seems to be that the one-
dimensional model has no initial geostrophic adjust-
ments; the secondary reason applicable to the deeper
waters is that there is no deep water warming caused
by advection in the one-dimensional model.

Summary

The research efforts described in this paper were
directed towards producing a realistic, although with
somewhat coarse horizontal resolution, model of the
dynamic and thermodynamic processes occurring in
the Gulf of Mexico. An efficient three-dimensional,
time-dependent prognostic model of the Gulf has
been developed and used. The model is driven by
winds and surface heat flux derived from clima-
tological, atmospheric surface data, the result of an
intensive data analysis study. Mean velocity, tempera-
ture, salinity, turbulence kinetic energy and turbul-
ence macroscale are the prognostic variables. Lateral
boundary conditions for temperature and salinity
and geostrophically derived velocity at the Straits of
Yucatan and Florida are obtained from climatological
ocean data. An analytical second moment turbulence
closure scheme embedded within the model provides
realistic surface mixed layer dynamics. Free surface
elevation distributions are calculated with an algo-
rithm which calculates the external mode separately
from the internal mode. The external mode, an
essentially two-dimensional calculation, requires a
short integrating timestep whereas the more costly,
three-dimensional, internal mode can be executed
with a long step. The result is a fully three-dimen-
sional code which includes a free surface at only
minimal sacrifice in computer cost compared to rigid
lid models. '

The results from a one year calculation appear,
subjectively, to be a rather good simulation although
the Loop Current does not shed large amplitude
eddies. The horizontal coefficient of eddy viscosity
and the horizontal resolution will probably have to be
lowered before an intense eddy shedding instability
will occur. Nevertheless smaller scale baroclinic
eddies are evident throughout the simulation. The
model does seem to reproduce much of the large
scale features of the circulation such as the vari-
ability, intensity and areal extent of major current
systems as construed from comparisons with available
observational data. The seasonal variation of the
mixed layer and thermocline compares well, but not
perfectly, with climatology. The comparisons also
reveal that in the future more attention should be



given to the details of model initialization. In general
the fact that detailed deficiencies can be identified
should lead to strategies for improved model simula-
tions.
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