Chapter 5

Hysteresis, Uncertainty, and Economic Valuation

1. INTRODUCTION

The purpose of this chapter is to investigate some issues that arise
when one attempts to conduct a benefit evaluation for the control of pol-
lution in an aquatic ecosystem. Obviously, the extent of the benefits de-
pends on the nature of the ecosystem’s response to control. We are concerned
with two aspects of ecosystem behavior in particular. The first is the
phenomenon known as “hysteresis”, as discussed in chapter 3. Recall that
this is the notion that a damaged ecosystem may not respond immediately to
a cessation in pollution discharges and, when it does respond, may not
exactly retrace the trajectory of its decline. Indeed, because of some
irrecoverable losses from the system, it may never return to its original
state. The second aspect of ecosystem behavior we focus on is the stochas-
ticity of natural phenomena which, as emphasized in chapter 4, implies that
the ecosystem response is inherently uncertain.

Both the uncertainty and the dynamic constraints on ecosystem behavior
need to be taken into account in evaluating the benefits of control and in
the related decision on whether, or when, to control. Recovery dynamics, for
example, may favor doing nothing, as in the case where the system is so far
gone that recovery is impossible, or they may favor early action precisely
to forestall more damaging, long-lasting consequences.

When uncertainty is factored into the analysis, an additional considera-

tion arises which is sometimes overlooked. The temporal resolution of uncertainty--



the possibility of acquiring better information about the future consequences
of controlling or continuing pollution--adds an extra elenent to the decision
cal culus. Regardless of whether the decisionmaker exhibits risk aversion or
risk neutrality, if further information is forthcomng, there is a premumon
those initial actions which preserve future flexibility and a discount on those
whi ch reduce flexibility and preclude the exploitation of the additional infor-
mation at a later date. In the present context, this could be information
about either the dynamcs of ecosystem behavior or the social valuation of eco-
system products. If we control pollution now and, subsequently, learn that the
ecosystemwas not at a threshold of irreversible damage, we can always resume
pollution later; but if we do not control now and then observe irreversible
changes in the ecosystem we cannot undo them by controlling later. Simlarly,
if we control now and then [earn that future generations place a | ow val ue on
ecosystem services, we can resume pollution; but if we do not control now and
the ecosystemis irreversibly damaged, it is too late to act if we subsequently
di scover that future generations place a high value on the ecosystem In each
case there is an asymmetry in our ability to exploit future information and a
prem um associated with the action that preserves flexibility.

This flexibility premumhas been recognized in the environmental valuation
literature under the nanme of “quasi option value” (Arrow and Fisher [1974]) or
“option value” (Henry [1974])." Wthin the context of an irreversible |and
devel opment decision where the future benefits of preservation in an unde-
vel oped state are uncertain, these authors show that, when a decisionnaker
ignores the possibility of acquiring further information about the future
val ue of undevel oped land, he inevitably understates the net benefit of preser-

vation over development and prejudices the decision somewhat in favor of im

nedi ate devel opnent.




The present work extends these results in several ways. First, we con-
sider a decision framework where the irreversibility is associated wth not
taking action now (i.e., not controlling): In effect, we are dealing with the
sin of onmission rather than commission. More inportantly, we consider a multi-
period decision problem rather than the two-period problem of previous work.
This change is inportant not merely because it is a step in the direction of
greater realism-nost practical policy issues involve a sequence of decision
poi nts--but al so because it enables us to investigate some questions that are
obscured within a two-period framework

Suppose continued stress on a systemis certain to trigger irreversible
changes, beyond sonme critical point or period, but we do not know the period.
I's there an analog to the two-period option value? O suppose the critica
period is known, but the damaging consequences are del ayed as with certain
kinds of health inpacts. How does this affect the control decision? Stil
anot her issue we can consider in a multiperiod Setting is the distinction
between ordinary lags and irreversibility. [Irreversible environnental de-
gradation may be regarded as an extreme formof a |agged recovery in which the
lag period is infinite (or, at any rate, 1longer than the effective planning
horizon). Wat about |ess extrene lags where, if pollution continues beyond a
certain point, the ecosystemis disabled for a certain (finite) period of time
but then recovers: Do the option value argunents still apply?

Uncertainty, or nore precisely the nature of |earning, is necessarily
treated differently in a nultiperiod setting. In the two-period nodels, un-
certainty is assumed conpletely resolved by the start of the second period
By contrast, we assume that the decisionmaker acquires some, but not all of

the information over the first period, nore over the second, more still over




the third, and so on. Partial, not perfect, information at any time is
accordingly part of the structure of our model.

The chapter is organized as follows: In the next section we develop a
model to evaluate pollution control, taking account of both the relevant
physical constraints and the uncertainties. The model is used in sections
Il and IVto study the implications of various interesting combinations of

recovery dynamics and uncertainties, of the sort just noted. Conclusions

are offered in section V.

. A FRAMEWORK FOR BENEFIT EVALUATION AND DECISION

We model the decision on whether or not to control pollution from the
point of view of an environmental authority concerned with the net present
value (benefits minus costs) of control, The optimal control is defined as
the choice that maximizes this value. The important constraints are those

that emerge from the discussion of the preceding section: (1) Beyond some



point in time, failure to control is not readily reversible; and (2) the
benefits of control are uncertain due to a |ack of know edge about the timng
and nature of ecosystemrecovery and the willingness of individuals to pay for
the goods and services it can produce

Though recovery is a continuous process, evaluation and control take place
in a discrete setting. Thus, we assume that a decision to control pollution
can be made in each periodt =1, 2, 3, . . . . The outcome of the decision can
be represented by a sequence xl,)g, X, . . . . vhere X, - 1 corresponds to
building a treatment plant, say, and X, = O corresponds to not building. Note
that we are considering a binary choice, neglecting internediate |evels of
control. The results we obtain can be extended to the case of continuous con-
trol, but this is somewhat beside the point and comes at a substantial cost in
conpl exi ty.

Associated with the choice of X, is a set of benefits and costs. The
capital and operating costs of the control facility in period t are denoted by
G, and the benefits are denoted B; the net benefits are NB = B, - a. In
the nost general nodel, the benefits and costs accruing during any tine period
depend not only on the current pollution control decision, X, but also on
all previous decisions, X, .... « ¢
An essential feature mentioned above is that the benefits and costs of

ecosystem recovery are uncertain. Thus, we wite the overall net benefit

function as

NB(X,,X,,X5, ...; 8) = NB,(X;; e) + B NB,(X,X,5 e) + BENB3(X1,X;,X558) + . . .



(K X 8) 2B, L X 8) - Gy, X 8),
Here 8 is a one-period discount factor, and & is a random variable (or vector
of random variables) representing the present uncertainty concerning the fu-
ture consequences of pollution control

Wth regard to the cost functions, it seems reasonable to assume that,

with probability 1,

and

ct(xl, o Xl B 8) > Ct(Xl,. ces Xe15 03 9).

That is to say, pollution control is costly. Finally, in order to keep the
decision problemsinple while still making it interesting, we focus on a three-
period nodel. This is significantly nore general than the two-period nodels
whi ch have been used in irreversibility literature so far (for exanple, Arrow
and Fisher [1974], Henry [1974], Epstein [1980]). With minimal notationa
clutter, it permts us to consider scenarios involving a variety of types of
irreversibility, which is our primary objective in this paper

Gven this structure, the social decision problemis to maximze the dis-
counted present value of expected net benefits

(1) max E(NB(Xy, X, X; 0)}.
X2 Xp Xy



Two aspects of this problemneed to be addressed, both pertaining to the treat-
ment of uncertainty. First, what about attitudes toward risk? Should one
assume risk aversion on the part of the social decisionmaker and, therefore,
include a risk-premumtermwhen taking the expectation in (), or should one
assume risk neutrality follow ng the arguments, for exanple, of Samuelson
[1964 lor Arrow and Lind [1970]? Although it clearly makes a difference in
practice, the question of risk aversion is not fundanental to the results that
we will obtain: They are qualitatively independent of any assunption about
risk preferences. The second aspect of nodeling uncertainty in a dynamc set-
ting is its behavior over tine. Uncertainty neans a lack of information; yet,
it is likely that this situation changes--that information is acquired over
time. Qur analysis is largely concerned with the consequences of a failure on
the part of the decisionmaker to take this prospect into account. W will
show how this affects the social decision and how conventional benefit-cost
anal ysi s nust be adjusted to incorporate this consideration

Suppose, first, that the decisionnmaker does not have to commit himself in
the first period to an entire intertemporal control strategy; he can postpone
the choice of X,tot = 2 and the choice of X; to t = 3. Suppose, moreover

that in each time period (except t = 3), he recognizes that further inforna-
tion about the future consequences of control will beconme available which he

can exploit in meking these future decisions. Define

(2a) V(XglX), X,) = E; {(NB3(Xy, X,, Xs; 8)}
(2b) V,(X,1X,) = E,{NB,(X], X,; 6) +xmaxBV3(X3|X1,XZ)}
X3




(2¢) Vi(X{) = E, INB,(X,; 8) + max 3 V,(X,1X, )}.

‘2

where Et {*} denotes an expectation with respect to the infornmation set avail-
able at time t--i.e., E is the expectation with respect to the decision-
maker's prior distribution for 8, Eis the expectation with respect to his
posterior distributionint =2 which is updated in a Bayesian reaner on the
basi s of the information obtained by the beginning of the second period, etc.
ne point nust be enphasized: W assune that the acquisition of information
does not depend on the choice of X; it energes either with the passage of
time (e.g., as period 2 approaches, one can make a nore accurate assessment
about the social value of environmental quality in the second period) or as
the result of a separate research program on ecosystem dynam’cs.2

Fol I owi ng the Backwards Induction Principle of dynamc programmng, in the

third period the decisionmker selects

-~

(3a) (g 2 arg mex Vi(X;|X;, X2),

"

In the second he selects

(3b) )22 = arg max GZ(XZ‘XI)’
and in the first he selects
(3¢) )21 Z arg max \All(Xl).
In each case we are assumng that, however Xpooo plq are chosen, Xtis

chosen optimally in the light of these previous decisions. \Where it is neces-

sary to enphasize this dependence, we shall wite Xt as an explicit function of




A

the previous choice variables--e.g. , X, i xz(xl). In the termnology of sto-

A~

chastic control theory, (il,xz,QS) represents a closed-1oop policy: At each
decision point, both current information and all future anticipated inform-
tion are considered in choosing a control

We wish to contrast this with a policy in which the prospect of future
information is disregarded. There are two ways to nodel this. One is to as-
sume that, although the decisionmaker is still free to postpone his choice of
X,and X, until the second and third periods, respectively, in each period
he ignores the possibility of future learning and deals with uncertainty about

future consequences by replacing randomvariables with his current estimte of

their nmean. Define

* = \) .
(4a) V3(Xg1Xp, Xp) = EgiNB3(X), x,, Xy 8))

(4b) v§(x2|x1) = max E;{NBy(Xy, X,5" €) + B NB3(X(,X;, x3; e)}
‘3

(4¢) V’{(Xl) = max El{NBl(Xl; e) + B NB,(Xy, x,;8) + B2 NB:(Xy, %, X e)}.
“29X3

In the third period, the decisionnmaker selects

5 X5 = V(X 1Xy, %2
( a) 3 = arg max 3( 3' 1,X),
in the second he selects

* *
(5b) X, = arg max Vz(xﬂxl)’
and in the first he selects

(SO XI = arg max VI(XI]'
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In the termnol ogy of stochastic control theory, this is an open-loop feedback
policy: As new information becones available, the decisionmaker incorporates
it in his choice of a control; but he assumes that no further information will
becone avail able.

The other approach to nodeling the disregard of future informationis to
assume that the decisionmaker does not wait (or camot wait) until the second
and third periods to choose X,and X, but, instead, chooses themin the first

* * * %

period along with X,. This decision, denoted (X;i X, , %), is the solution to

(6) max E, {(NB, (X3 ) + 8 NB,(X}, X535 8) + al NBz (X}, X, X,; €)}.
STRIRS!

This is known as an open-loop control where all decisions are made simul-

taneously on the basis of the information available at the beginning of the

initial period. Conparing (5) and (6), it is clear that x; = X;*, but in

1
k% X b3 ] * . .
general, X, # X, and X;* # X;--there i s no difference between the open-Ioop

and open-1oop feedack controls in the first period but in subsequent periods
they differ. Thus our discussion belowof the relation between il and XI al so
applies to X*, but it does not apply to relations int =2 andt = 3
Since, in a three-period nodel, unlike a two-period nodel, the choice of X,is
of substantive interest, the sharp distinction between open-loop and open-|oop
feedback policies is one of the benefits that we gain by switching to a multi-
period setting. It wll become clear below that, for our purposes, useful re-
sults can be obtained by conparing the closed-loop policy with the open-1oop
feedback policy.

Ve can pursue this conparison in two ways. e can ask a policy question
How do it and x: differ? In particular, under what circumstances is it

~ . . . . .
true that X, > X, (i.e., the case for intervening to control pollution is

-10-



strengt hened when the prospect of further information is recognized)? O we

can ask a benefit evaluation question: How do \7t(~) and v’:(-) di ffer? What

correction is required when expected benefits are estimted by replacing un-
certain future quantities with a current estimate of their expected val ue?

G ven the constraint that X = Oor 1, these questions can be answered by
observing that, from (2)-(4),

~

(7a) X, > (<) X’{ as OV1>_( <) o

and, for any given X,

(76) LG 2 QXD e ov,x) 2 (9 o
wher e

(82) ov = V(1) - Vi) vl - Vo))

(8b) = [ () - Vi1 [V(0) - V()]s

cne given .,

(9a) OV,(X]) = [V,(11X}) - V,(01X)] - [V3(11X)) V3(01x)]
(9b) = V(X)) - VSQXD TV, 00%) - Va0Ix)1.

The quantities Ov1

pect of future information is disregarded and benefits are neasured in terns of

and OVZ(XI) are the correction factors required when the pros-

V:(-) I nstead of \?t(-); they are multiperiod generalizations of the Arrow

Fi sher-Henry concept of option val ue.

-11-



To interpret them consider (8) and (9b) and observe that the term [Qt(xt) -

v:(xt)] canbe cast in the form of

-~

(10) V(+) - v:(-) - Et{x mex  E (e; e)} - X E,{ F,(+; 0)].
telee telr

This is a measure of the value of information acquired after the beginning of
period t that can be exploited in the subsequent choice of LRPR P
condi tional on the choice of X, in period t. Thus, in (8b), [\71(1) - V;(l)]

Is the expected value of the information that mght be acquired in time to in-
fluence the second- and third-period choices conditional on controlling pollution
in the first period, while [\71(0) - V;(O)] is the expected val ue of sub-

sequent information conditional on not controlling pollution in the first period.
The correction factor o, is sinply the difference between these two condi-

tional values of information; simlarly, for OV, Thus, if OV,> 0, the value

of information associated with setting X, =1 exceeds that associated with a
decision to set X, = O and the case for controlling pollution in periodt is
strengthened when the prospect of future information is considered. Conversely,
if OV,< 0, the case for pollution control is weakened.

However, w thout placing further structure on the nodel, it is inpossible to
determ ne which outcone is the nore likely. Fromthe convexity of the maxinum
operator and Jensen's Inequality applied to (10), it follows that Gt(-) -

v’;(-) > 0. Thus, each conponent of OV.is nonnegative; but this tells us
nothing about the sign of their difference. In the followng sections we con-
sider some alternative nodel structures enbodying features of ecosystem dynamcs
di scussed in section Il and explore their effect on OV and their inplications

for pollution control policy.

~-12~



1. CRITICAL PER OD | RREVERSI BI LI TY

Suppose that, at some point in the evolution of the ecosystem if the
policymaker does not intervene and control pollution at that tine, it could
never be optimal for himto control pollution subsequently. We shall call a
time period with this property a “critical” period. \Wether such a phenomenon
exi sts and what factors bring it about depends on the specifics of the eco-
system structure. In the context of the three-period nodel, suppose that,
while it mght pay to introduce controls after pollution has continued un-
checked for one nore period, it could never pay to introduce controls after
pol lution has continued unchecked for two more periods in a row More for-

mal |y, we assune that, with probability 1,

(11) E,(N(0, O 1; 8)} <E,INB;(0, O, QO 8)} t =2, 3.

Thus, if pollution is not controlled in the first period ()(1 = 0, the second
period beconmes critical.

From (2a,b) and (4b), when X, = O, we have

1

(12a) {/Z(om):EZ{NBZ(o,o; 8) +8 max [E; NB;(0, O, 1; ) Eg NB5(0,0 0; e)]).

(12b) V;(OIO) = E,NB,( 0, o0;e€) + B max [E2 NBS(O, O 1;e), EZNBS(O, O, O; e)].

Applying (11) yields

( 132) V,(010) = E,NB,(0, O 8) + § E{E; NB,(0, O, O 0)}.

(13b) v’g(olo)

E,NB,(0, O 8) + 8 E, NB;(0, O O 9).

-13-




However, Dby the Total Probability Theorem Et{h(e)} :Et{Et+1 h(e)} for anv

function of a random variable, h(g). Therefore, we obtain the key result that

- *
(14) v,(010) - V5(0[0) =0.

Because the second period is critical when X| = O it follows that, if the
deci si onmaker does not control pollution in that period, he anticipates that
he will never choose to control it subsequently. Since the anticipated future
decisions are exactly the sane under both the closed-1oop and open-Ioop feed-
back policies, the expected future benefits are identical under both policies.
In effect, any subsequent information is expected to have no economc val ue

because it is not anticipated to have any effect on future decisions; hence,

(14). Substituting this into (9) yields

~ %
(15) OV,(0) = V,(110) - V5(110) > 0.

From (7b), this inplies that 3(2(0) 3)(;(0). That is, if pollution is not con-
trolled in the first period, we have a situation where, once the potential for
the acquisition of future information is recognized, the case for controlling
pol lution in the second period is strengthened, and there is a positive flexi-
bilityprem um associated with setting X,= 1.

The key to this analysis is equation (11) which enbodies our particular as-
sunption that the second period is critical when X =0 W thout inposing any
additional restrictions, it is inpossible to determne the signs ofq\/,or O\iv(l).

For exanple, from (11), one_cannot infer that ~(011 ) = V(0 11). Therefore,

the indeterm nacy concerning the relation between X, and x’l', or ?(2(1) and

1
X;(l), remains.

—l4-



Generalizing from this particular exanple, a period is critical whenever an
equation anal ogous to (11) holds, i.e., whenever the situation is such that, if
the decisionmaker does not control in that period, with probability 1 he antici-
pates that it would never pay to control in future periods regardless of the
information subsequently acquired. By construction, when a period t is critical
we have \}t(ol-) = V:(Ol-) which inplies that oV.(+) >0 andAXt(-) 3Xz(-).

It may be useful to conpare our notion of a critical period with the concept
of irreversibility enployed by Arrow and Fisher [1974] and by Henry [1974] which

in the present context , would be represented by a constraint of the form

(16) X, =0 + X

Qur assunption (11) inplies (16) but is somewhat broader and illumnates the
two crucial ingredients required to extend their results to nmore genera
settings. First, what is irreversible is the policy, not the fate of any
particular biotic components. The ecosystem dynam cs may be such that, if
(9 = O, the lake trout beconme extinct without this necessarily inplying (11)
as long as the trout are sufficiently uninportant relative to the decision-
maker's other objectives. The truth or falsity of (11) depends on val ues as
wel | as biology. Second, what is at issue is economc rather than technica
irreversibility. The technology may be such that the decision on X,is
physically reversible in later periods (e.g., setting X,= O corresponds to
permtting the construction of a steel mll on the edge of a lake which could
subsequently be converted to a nonpolluting bowing alley); the question is
whether it could ever pay to reverse the current decision. Moreover, what

matters is the present anticipation of whether it could ever pay to reverse
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that decision. Qur assunption (11) does not preclude the possibility that,
ex post, at the end of period 3, it mght actually turn out that it would have
been optimal to choose X,= 1 even with X,= O Wat is required is that,

ex ante, this choice is always deened inplausible. Thus, we can admt the
possibility that

NB;(0, O, 1; 8)>NB;(0, 0, O; 8)

for sone realizations of e as long as the prior density one and the subse-
quent updated posterior densities are sufficiently bounded to ensure that the

expected benefits satisfy the inequality in (11).
V. DELAYEDAND TEMPORARY IRREVERSIBILITY

In this section we consider two forms of irreversibility which are weaker
than the critical-period concept introduced above and yield somewhat different
results. First, we consider what mght be called “delayed” irreversibility:

If pollution is not controlled, the consequences are (economcally) irrevers-
ible, but the irreversibility sets in only after a lag. Thus, if pollutionis
permtted to continue now, there is an intermediate period during which it may
or may not be optimal to inpose controls; but, after this intermediate period,
it can never pay to control. Wthin the framework of our three-period nodel,
we identify “now with period 1, the intermediate period during which it may
or may not be optimal to control with period 2, and the subsequent future with
period 3. The assunption of delayed irreversibility is capturedby conbining

(11) together with the assunption that

(17) E (NB;(0, 1, 15 8)} < E.{NB;(0, 1, O 8)}t =2, 3

-16-



with probability 1. The question to be addressed is how this type of irre-
versibility affects the pollution-control decision in period 1.

Substituting (11) and (17) into (2c) and (4c) yields the follow ng expres-
sions for \71(0) and V;(O):

Vl(O) = E NBl(O;e) + B E; {max[E2 NBZ(O, O: 6) +8 EZNBS(O, O, 0; 9),

(18a)
E, NB,(0, 1; &) + 13 E, NB;(0, 1, 0; 9)]}

*
v,(0) = E; NB (0; e) + B max [E; NB, (0, O; 8) + BE; NB;(0, 0, O; e),

(18b)
E

1 NBZ(O, 1; e) + B El NBS(O, 1, o; ‘9)1.
By inspection, it can be seen that, while V,(0) - v;(o) >0, it is not true

in general that \Af(o) = V*(o). Since it can al so be shown that \? 1) -
9 1 1

I
V;(l) >0, from (8a,b), this is a situation where the sign of oV, and the re-
| ation between )21 and X; are indetermnate.

Qbserve that the fornula for \71(0) in (18a) i nvol ves information acquired
between the first and second periods but not that acquired between the second
and third periods--the expectation E;{*} does not appear. The latter informa-

tion has no econom ¢ value when X, = O because the irreversibility has set in by

1
then, but the former does have some val ue because it can be exploited during the
internediate period (t = 2) where there is still some flexibility. O course,

| f X, = 1, there is sufficient flexibility to exploit both sets of infornation.

But this fact, by itself, does not guarantee that the overall value of informa-
lon associated with setting X; =1 necessarily exceeds that associated with

setting X = O The point is that, with delayed irreversibility, the first
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period is not critical because, if one does not control, then it is not true
that it can never be optimal to control subsequently; it may still be optinal
to control during the intervening period before the irreversibility sets in
Thus, with delayed irreversibility, the introduction of future learning into
the decision calculus need not tilt the balance in favor of immediate control
W% now exani ne what mght be called “tenporary” irreversibility as opposed

to the “permanent” irreversibility considered so far. % consider two
scenarios. In the first we suppose that, i f pollution is not controlled in
any period, the consequences are tenporarily irreversible and are felt in the

follow ng period but not necessarily thereafter. In effect, the systemhas a

one-period memory with

(19) E.{NB,(0, 1; 9)} <E.NB,(0, 0; €)}
(20a) NB3(X,, X 6) = NBg(0, X, X; @) = NB5(1, X,, X3 6)
(20b) E.(NB;(0, 1; 8)} < E. (NB;(0, O 6)}.

In this case Vi(0) and v1(0) are given by

V1(0) :E1 NBl(O; 6) + B El {macx( E,N B,(0, 1; 8) +B Ezmax[ESNBS(l, O; 13),
(21a)
Ez NB3(1, 1; e)l, E, NB,(0, G 6) + BE, NB3(0, CI) }),

V(0)= E, NB,(0;e)+8 max {E; NB,(0, 1; 6) + 8 max [E, NBs(1, O o)
(21b)

E; NB;(1, 15 )], E, NB,(0, 0; €) + 8 E NB;(0, 0;e)]}

-18-




itfol | ows that, while \71(0) - V’I(O) >0, it is not true in general that \71(0) =
v;(o). Thus, with this type of tenporary irreversibility, the sign of ov, and
the relation between il and XI are indetermnate.

We now change the scenario by assuming that, if pollution is not con-
trolled in the first period, the consequences are tenporarily irreversible in
the second period but the third period is entirely independent of what has hap-
pened previously, i.e., the systemmakes a fresh start and has no nemory in the
third period. Thus, we retain (19) while assumng that the third-period bene-

fit functions satisfy the restrictions

NB3(X3; ) = NB3(1, 1, X33 8) = \p,(1, Q X; 6)

(22)

NB,(0, 1, X; 8) = NB;(0, 0, X; e).

The new formulas for Avl(o) and V’l'(o) are

V,(0) = E;NB,(0; e) + 13 E;NB,(0, O; e)
(23a)
+ 8% B, {max [Eg NB;(0; e), Eg NBj(Lie))

V1(0) = Ey NB (05 8) + 8 E NB,(0, 0; 6)

1
(23b)

+ 82 max [E, NB;(0; ), E, NBy(1;e)]

Simlarly, substitution of (19) and (22) into (2c) and (4c) yields the follow ng
formul as for \71(1) and VI(l):

-19-




v,(1) = E, NB (15 8) + 8 E; {max [E, NB,(1, O 8), E; NB,(1, 15 &)}
(24a)
+ 8°E; {max [E; NB;(0; 6), E5 NB;(1; 8)1}

%* . .
V(1) = E; NB (15 8) + g max [E; NB,(1, 0; @), E) NB,(1, 1;8)]
(24b)

+ 8% nmax [E, NB5(0; e), By NBS(15 e)].

In this case, although it is still true that [Qﬂl) - V;UJ]gO and [Gﬂo)-
V;(OH >0, we can determine the sign of 0V, since application of (8) yields

OV1: B El {max [EZ NBZ(]-, 0; 9), EZ NBz(ly 1 6]}
(25)
-8 max[E; NB,(1,0;e), E; NB,(1, 1; e)] »>0.

It follows, therefore, that )A(llxi.

In the first scenario, based on (19) and (20a,b), if one fails to control
inthe first period, it may nevertheless be optimal to control in the second
despite the irreversibility enbodied in (19), because second-period decisions
influence third-period outcones. Thus, when X, = G i nformation acquired
between the first and second periods still has some econom ¢ val ue because it
may shed light on third-period outcones and can, therefore, affect the second-
period decision. \Wen X; = 1, information acquired between the first and
second periods also has an economic value. Consequently, the net effect of
incorporating future learning into benefit estimation is anbiguous: it may

strengthen or weaken the case for initial control
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By contrast, in the second scenario, based on (19) and (22), the second-
period decision cannot affect third-period outcones at all because of the
total lack of memory between these two periods. Therefore, the tenporary
irreversibility in (19) ensures that it is never optimal to control in the
second period when one has not also controlled in the first. As a result, the
information acquired between the first and second periods has sone val ue when
q =1 but none when X = O Moreover, because the system makes a fresh start
inthe third period, the information acquired between the second and third
periods is equally valuable regardless of whether X, =Oor 1, t =1, 2
Hence, the case for initial control is unanbiguously strengthened when one
recogni zes the possibility of future Iearning

Wile it is clear that the first scenario of tenporary irreversibility is
inconpatible with the concept of a critical period, the second scenario can
still be related to that concept, albeit in a somewhat unusual reaner. Ucler
the second scenario, if the decisionmaker decides not to control in the first
period, he anticipates that it could never be optimal for himto reverse this
decision during the subsequent interval lasting until the system's nmenory is
“reset.” Once that has occurred, all future decisions are entirely
i ndependent of prior events. Thus, there is a sense in which the first period

is “locally” critical

V. CONCLUSIONS

I't has long been recognized that the selection of an optimal pollution

control or other environmental policy is highly dependent on the treatnent of
time and uncertainty in the benefit cost calculus. A delay in ecosystem

recovery, for exanple, my reduce the present value of the benefits from
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control; but if the recovery lags caused by continuing pollution are grow ng
faster than the discount rate, this would tilt the balance in favor of early
control, as shown in a somewhat different context by Krutilla and Fi sher
(1975). Simlarly, depending upon one's view of the degree of risk aversion
appropriate for public policy decisions, the presence of uncertainty may
require an adjustnent to the expected nonetary benefits and costs of control
Since there may be uncertainty about the consequences of both control and no
control, this could cut either way.

Wil e not denying the inportance of these issues for enpirical policy
anal ysi s, in this chapter We have focused on a different aspect of benefit
eval uation involving flexibility, the tenporal resolution of uncertainty, and
the value of information. In a dynamc system information about the conse-
quences of previous actions may arrive over tine, and this prospect nust be
taken into consideration when one makes policy decisions. Future observations
have no econoni ¢ val ue, however, if (1) they are entirely uninformative in the
sense that the prior and posterior distributions coincide or (2) they are
informative but they cannot af fect subsequent decisions because the policy-
maker |acks freedom of action. Thus, flexibility is a necessary ingredient
for information to have economic value. This nust be borne in mnd when one
contenplates an action with irreversible consequences, because the resulting
lack of flexibility nullifies the value of any subsequent information

I'n many pollution control issues this may be a relevant consideration be-
cause the ecol ogi cal consequences of a failure to control may be irreversible.
Actual Iy, we have shown that what is crucial is economc irreversibilitv.
That is to say, if in some tinme period the decisionmaker anticipates that,

unl ess he controls then, it would never pay to control in the future
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regardl ess of the subsequent information, a decision not to control then woul d
effectively elininate future flexibility. In that case, there is a positive
flexibility premum associated with a decision to control: \en future |earn-
ing is taken into account, the balance is tilted in favor of control. W have
termed this a critical-period irreversibility. In other cases, however, the
issue is less clear cut. For exanple, it may happen that the irreversible
consequences are delayed in their onset or are only tenporary in their effects.
In such cases, we show that the conditional value of future informtion when
one fails to control now is not necessarily zero; conceivably it may exceed
the value of information associated with a decision to control. The prospect
of future learning then has an anmbi guous effect--it may strengthen or weaken
the case for control. Qur intuition is that the value of information condi-
tional on control will ordinarily exceed the value of information conditiona
on no control but this is an enpirical issue to be resolved through specific

case studies. Such an application is the focus of our current research and

will be reported separately.
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FOOTNOTES

LThe term“option value” has also been used in connection with a differ-
ent concept related to risk version in an atemporal setting. Major references

i ncl ude Schmalensee [ 1972], Bohm [1975], Graham[1981], Bishop [1982], Smth

[1983], and Freeman [1984].

2vaiously, if the control decision itself generates information, this

may alter the balance of the argument. If, by not controlling now, one gener-
ates potentially useful information which can be exploited in future decisions
(for exanple, because the mmjor uncertainty concerns the consequences of not
controlling), this would weaken the case for control. I[f, on the other hand,
one generates useful information by controlling now (because the najor uncer-
tainty concerns the consequences of control), this would strengthen the case
for control. In the absence of a specific case study, it is difficult to say
a priori whether or not there is dependent learning and, if there is, which
formit takes. For this reason we have focused on the case of independent

learning. For a further discussion of this issue see Fisher and Hanemann
[1985].
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