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Limitations and Appropriate Use of Methods that Measure Values or Preferences 
It is impossible to generate direct and definitive empirical evidence of the existence of values or preferences because no probe has yet been developed to insert in the human brain.  Scientists and policy makers must settle for indirect and imperfect evidence of the existence, nature, and strength of values and preferences in general and as they relate to ecological protection in particular.  In some contexts, however, federal law or executive orders require policy makers to consider benefits that depend on measurements of human well-being and satisfaction.  Similarly, in other contexts policy makers may choose to factor public values and preferences into decisions.  
Policy makers make these choices in the face of a large and growing body of evidence showing that the attitudes and preferences people express are not perfectly stable over time and can be changed if the judgment they are asked to make is presented in a different way.  The evidence includes demonstrations of response choice order effects, question order effects, question framing effects, and interviewer effects.
  Some skeptics conclude from these studies that there is no underlying value or attitude in people’s minds and responses to survey questions are merely on-the-spot constructions primarily determined by the context in which they are made.  These conclusions, however, are not borne out by the available evidence.  It is not the case that every person in a sample of research participants can be induced to completely reverse statements by subtle manipulations of questions.  The net change in attitude reports has always been small.
  In addition, “questioning effects” and “question order effects” in surveys do not happen with all questions or even with most questions.
  Available data also do not bear out the conclusion that attitude reports in surveys are tremendously unstable over time.
  Studies have also found that in many instances, previous changes in survey wordings identified as “subtle changes” in question wording were not in fact subtle at all – they changed the object being valued or the nature of the judgment being requested.  Recent research concluded that respondents’ judgments are refined enough and respondents attentive enough, so their answers were appropriately responsive to these changes in questions.
  In addition, many studies that seem to suggest people’s opinions are uncrystallized and easily manipulated involve problematic choice of the participant population involved and the settings in which the data are collected.
  Finally, it is important to recognize that much evidence shows that the beliefs and attitudes people express powerfully predict their behavior (see Schuman and Johnson, 1976, for a review).

While there is plausible evidence for the existence of real values and preferences, studies also indicate that the attitudes, beliefs, and preferences that people express are subject to manipulation due to the measuring tool used to assess them.  As a result, when policy-makers seek to be responsive to public opinion, they will often be confronted with divergent measurements of public opinion, suggesting that the public thinks different things.  So how should a policy-maker select among these various measurements in order to discern “true” public preferences?  The answer lies in diagnosing the reasons for the divergence of the measurements.  Some assessments that at first seem to tap the same attitude may differ from one another because they are in fact measuring different attitudes.  Respondents are sometimes very sensitive to small differences in language, so they may infer meaning in small changes in question wording that lead them to give different responses.  Thus, researchers writing survey questions must be very careful about the language that they use, so that they communicate precisely what they want.  And policy-makers should be careful when interpreting survey results by paying close attention to the question wordings employed.  It would be useful to consider the results obtained by various similar question wordings to bracket the range in which the opinions of interest fall and never presume that a single measurement of public opinion is perfectly precise.

A second concern sometimes voiced about the appropriate use of methods that measure public values or preferences relates to evidence suggesting that the public is not well-informed about political matters (see e.g., Delli Carpini & Keeter, 1996).  Some argue that if members of the public are in fact not well informed, perhaps they cannot offer thoughtful opinions about related policy matters, so allowing public influence on decisions bearing on those issues would be irresponsible (de Tocqueville, 1835; Schumpeter, 1950).  Researchers, however, have recently begun to articulate the conceptual basis for evaluating citizen “competence,” explicitly delineating the specific tasks that confront citizens, the criteria by which task performance should be evaluated, the observable indicators of the criteria, and the standards against which the indicators should be evaluated (Kuklinski & Quirk, 2001).  Systematic analysis of these issues is needed before reaching conclusions about citizens’ ability to inform policy making in light of their answers to arbitrary sets of “knowledge quiz questions” presented in surveys.
  Additionally, EPA may consider taking direct steps to assess the level of understanding brought to issues that have complex policy and scientific implications, where there are concerns about the amount of information the public understands about the issues addressed by the Agency.
  
� Included below is a brief review of some of this evidence:


	Response choice order effects.  A response choice order effect occurs when the distribution of responses to a closed-ended question is affected by the order in which the response options are offered.  Primacy effects occur when response options presented early in a list are chosen more frequently than options presented late in the list.  Recency effects occur when response options presented late in a list are chosen more frequently than options presented early in the list.


	Response order effects can be tested for by randomly assigning some people to receive a question with the response options in one order and the other people to receive the same question with the response options in the opposite order.  In one such study, some respondents were asked this question: “Some people say that we will still have plenty of oil 25 years from now.  Others say that at the rate we are using our oil, it will all be used up in about 15 years.  Which of these ideas would you guess is most nearly right?”  The other respondents were asked the same question with the first two sentences reversed.  More people selected the “plenty of oil” option when it was presented second than when it was presented first (Schuman & Presser, 1981).  In another such experiment, some respondents were asked “Should divorce in this country to be easier to obtain, more difficult to obtain, or stay as it is now?”  The other respondents were asked “Should divorce in this country to be easier to obtain, stay as it is now, or be more difficult to obtain?”  The proportion of respondents who said divorce should be more difficult to obtain was lower when it was presented last (Ayidiya & McClendon, 1990).


	Question order effects. A question order effect occurs when answers to one question change depending on whether or not another question has been asked before it.  For example, in one experiment, some people were asked “Do you think it should be possible for a pregnant woman to obtain a legal abortion if she is married and does not want any more children?”  Other people were asked that question after being asked another one first: “Do you think it should be possible for a pregnant woman to obtain a legal abortion if there is a strong chance of serious defect in the baby?”  People were less likely to say the married woman should be allowed to obtain an abortion when the birth defect question was asked first than when it was not (Schuman & Presser, 1981).  In another study, some people were asked: “Do you generally think Al Gore is honest and trustworthy?”, and other people were asked that question after being asked “Do you generally think Bill Clinton is honest and trustworthy?”  People were less likely to say Vice President Gore was honest and trustworthy after they had rated his running mate than when they rated Vice President Gore without being asked about President Clinton (Moore, 2002).


	Question framing effects. Question framing effects occur when synonymous changes in the wording of a question change answers. For example, Dawes (2000) asked some people: “What are the chances that on your next renewal for your car insurance, you will change from your existing provider?”  For other respondents, “change from” was replaced with “renew with.”  All answers were given on a scale ranging from 0 to 10, where 0 meant no chance at all, and 10 meant they were certain they would.  More people said there was no chance they would change their car insurance than said they were certain they would renew it.  In another study, Rasinski (1989) found that more people said we were spending too little money on “improving the condition of blacks” than said we were spending too little money on “assistance to blacks.”  Again, two phrases that seemed to be synonyms elicited different responses.


	Interviewer effects.  Interviewer effects occur when respondents’ answers to survey questions are determined partly who interviews them.  For example, interviewers’ race or gender may influence survey respondents’ answers.  In one study, White respondents were more likely to say they supported government programs to help African-Americans when being interviewed by an African-American interviewer than when interviewed by a White interviewer (Cotter, Cohen, & Coulter, 1982).  In another study, respondents were more likely to say that women are discriminated against in the workplace when interviewed by a woman than when interviewed by a man (Kane & Macaulay 1993).  


� The vast majority of the studies cited in this regard simply show statistically significant but relatively small changes in the distributions of responses due to changes in question presentation.  In every study, the results are compatible with this portrayal: the vast majority of respondents expressing opinions were unaffected by the manipulations and only a very small subset of people were influenced.  It is also possible that larger groups of people were influenced, but that each of these people was influenced only very slightly.  But regardless of the underlying process, the net change in attitude reports has always been small.  


	Consider, for example, Schuman and Presser’s (1981) experiment about oil supplies found that changing the order of response choices led to a 9 percentage point shift in selection of the “plenty of oil” response in one survey and a 14 percentage point shift in another.  Ayidiya and McClendon (1990) found that changing response choice order changed the percentage of people saying divorce should be more difficult by 11 percentage points.  The proportion of people who supported a woman’s right to get an abortion “if she did not want any more children” shifted by 13 percentage points depending on the presence of absence of the prior question about a birth defect.  Whereas 51% of people said there was no chance they would change their car insurance, 41% said they were certain they would renew it (Dawes, 2000).  Whereas 36% of respondents said we were spending too little money on “improving the condition of blacks,” 28% said we were spending too little money on “assistance to blacks” (Rasinski, 1989).  When asked to report whether Blacks are discriminated against, 40% of White respondents said “yes” when being interviewed by a White interviewer, and 52% said “yes” when being interviewed by a Black interviewer (Cotter, Cohen, & Coulter, 1982).  And when asked whether women are discriminated against in the workplace, 71% of respondents said so to a male interviewer, and 78% said so to a female interviewer (Kane & Macaulay, 1993).  Thus, in studies like these, the effects of questioning manipulations are typically quite small.  


�In regard to “questioning effects,” Holbrook et al. (2006) analyzed 548 experiments varying the order of response choices in telephone surveys done by the Gallup Organization.  Only 21% of these experiments showed statistically significant response choice order effects, and the average effect of response choice order on the proportion of respondents expressing an opinion was only 2 percentage points.   Similarly, Schuman and Presser (1981) found statistically significant response choice order effects in 29% of the experiments they reported.  Thus, the vast majority of the time, researchers would have obtained the same or nearly the same results regardless of which order the answer choices were offered in.


In regard to “question order effects,” Schuman and Presser (1981) examined 113 attitude questions and found that changes in question order produced statistically significant changes in answers in only 7% of them.  Likewise, Smith (1991) examined the effect of question order on answers to 944 questions and found statistically significant impact on fewer than 5%.  Thus, researchers would obtain the same results in the vast majority of cases no matter which order the questions were asked in.


In sum, the effects of most manipulations of questions were quite small and do not suggest that a subtle change in the way a question is asked can shift an 80%-20% distribution of opinions to become a 20%-80% distribution.  Most often, a synonymous question change does not change answers at all.  


� In a landmark paper published in 1964, Philip Converse (1964) argued that most answers to attitude questions in surveys are really better thought of as “non-attitudes”: responses that are completely random choices from among the offered answer choices, pure guesses.  The main evidence Converse offered in support of this shocking claim was that people answered a question one way in an interview on one occasion and were very likely to answer differently two years later.  However, many researchers have since shown that instability in attitude reports over time is mainly due to two other causes instead: a) real change in real attitudes over time, in response to new information learned about the issue, and b) measurement error caused by ambiguous questions and ambiguous answer choice wordings (e.g., Achen, 1975; Krosnick, 1988; 1991).


� .  For example, Newport (2004) described a comparison of two questions asking Americans about the death penalty. One question asked: “Are you in favor of the death penalty for a person convicted of murder?” A second question asked: “If you could choose between the following two approaches, which do you think is the better penalty for murder: the death penalty or life imprisonment with absolutely no possibility of parole?” Whereas 74% of respondents reported that they favored the death penalty in response to the first question, only 53% reported that they preferred the death penalty in response to the second. But to view the difference between these results as evidence that respondents do not have real attitudes is a misinterpretation.  The two questions ask for two different judgments: some respondents could answer the first question affirmatively (to indicate that they think the death penalty should sometimes be imposed, though only for a minority of murder convictions) and could select “life imprisonment” in response to the second question (to indicate that they favor life imprisonment for the majority of murder convictions).  Another such example involves surveys asking respondents to evaluate President Clinton after his 1998 speech denying a sexual relationship with Monica Lewinsky. Respondents in several national surveys evaluated President Clinton more negatively when they were asked to evaluate him “as a person” than when they were asked to evaluate his job performance. This reflected meaningful complexity of public attitudes toward President Clinton: people thought more highly of his effectiveness as the nation’s leader than they did of his personal conduct.  Again, the discrepancy between answers to these questions is not evidence of non-attitudes.


� A large number of studies claiming to show large effects of question wording or formulation have collected data from arbitrary sets of college students who were enrolled in introductory social science courses and were required to participate in the experiments in order to fulfill the course requirements.  There are many theory-grounded reasons to suspect that college students may not have preferences as crystallized and informed as older adults who have had decades of experience thinking about collective problems and society (e.g., Sears, 1986).  And students fulfilling course requirements have no incentive to carefully consider the implications of the answers they provide on questionnaires, which they know will have no significant influence on anything.  Likewise, studies that ask people on their way into a science museum to answer questions based on a few sentences of information without careful consideration or any information about the effects their answers will have may well overestimate the extent of manipulability of those judgments (Green, Kahneman, & Kunreuther, 1994).  Lots of research shows that reasoning is more thoughtful and precise and less manipulable when people believe that their judgments will be consequential (e.g., Lerner & Tetlock, 1999), so such studies should be generalized only very cautiously.


� For example, Kim and Hunter (1993) conducted a meta-analysis of 138 estimates of the attitude-behavior relation. The overall correlation between attitudes and behavior was extremely strong (r = .79). Similarly, Krause (1990) meta-analyzed 83 studies and found the correlation to be even slightly stronger (r=.83).  Other evidence regarding the predictive power of attitudes and other survey self-reports can be found in the literature exploring the predictors of vote choice. For example, Schuman and Johnson (1976) reported that between 1936 and 1972, Gallup’s pre-election predictions of Presidential election winners’ vote chares deviated only 2.4% on average from their votes on Election Day.  Correlations of predictions from attitude surveys and election outcomes provide similar evidence. Since 1936, the percent of votes won by the winner has correlated with the Gallup Poll’s pre-election prediction of that percentage .85, a nearly perfect association.  Likewise, since 1948, the American National Election Study surveys’ post-election measurements of the proportions of votes won by the winning presidential candidate have correlated with official government vote counts .92, again nearly perfect.  


Although there is substantial evidence that attitudes powerfully predict behavior, some research has found that attitudes and behavior were not strongly related. But these instances are mostly due to mistakes made by the researchers.  One such error has been to assess respondents’ attitudes and behavior at different levels of specificity. For example, Fishbein (1966) noted that attitudes are typically measured more broadly than behaviors and argued that a stronger attitude-behavior relation would be observed when attitudes and behavior are measured at the same level of specificity.  Many studies have since confirmed the validity of this assertion (e.g., Heberlain & Black, 1976; Katz, 1982; Liska, 1974; Perry, 1976; Weigel & Newman, 1976; Weigel, Vernon, & Tognacci, 1974).   For example, Liska (1974) measured how frequently students had engaged in 8 unethical examination-taking behaviors, including “got help on a take home examination from another student,” “secured a copy of an old examination,” “copied from another person’s paper on an in-class examination,” and others. The frequency with which each respondent had performed each behavior was predicted much more strongly by attitudes toward that behavior than by attitudes toward college cheating in general or toward honesty in interpersonal relations generally (Liska, 1974). 


Another mistake made by researchers has been to measure attitudes with only one question instead of using many (e.g., Fishbein & Ajzen, 1974). Answers to any single question measuring an attitude will contain some measurement error due to ambiguity in the meanings of the words and some ambiguity in what people “see” when they look into their hearts and minds to find the answer a question. Although the construct of interest (i.e., the attitude or behavior being measured) influences the answers, answers are also influenced by other factors.  No single question perfectly reflects the underlying construct it is designed to measure, so using multiple questions allows researchers to measure opinions more precisely, as shown in many studies documenting much stronger relations between constructs when correcting for measurement error by using multiple questions (Goren, 2004; Hurwitz & Peffley, 1987; Jackson, 1983; Judd & Milburn, 1980; Layman & Carsey, 2002; Moskowitz & Jenkins, 2004; Norpoth & Lodge, 1985)


	The lesson from this evidence about measurement error is that it is a mistake to equate a person’s statement of his or her attitude or belief with the true underlying attitude or belief stored in his or her long-term memory. The fact that people’s reports are imperfect because of ambiguities in their internal psychological cues and ambiguity in the words in questions asked to measure those cues does not mean that the underlying construct does not exist, nor does it mean that the underlying construct is so uncrystallized as to be meaningless.


�� It is not clear precisely what knowledge is necessary for people to be effective democratic citizens, or that the questions posed to survey respondents measure that knowledge (Krosnick, 1998; Kuklinski & Quirk, 2002, Lupia, in press).  Some critics have suggested that the volume of political information retained in memory (and therefore available for retrieval during an interview) may vastly underestimate the amount and diversity of information upon which people’s political opinions are based (Lodge, Steenbergen, & Brau, 1995).  Rather than meticulously storing every piece of political information to which they are exposed, people may simply adjust their attitudes on-line, modifying their views in light of new information, and discard the specific pieces of information that caused the update.  That is, having incorporated the information into their relevant opinions, people may choose not to expend the additional effort to retain the information in memory.  It may be misleading, therefore, to use tests of political knowledge to draw inferences about the degree to which ordinary citizens hold informed opinions.  Finally, some scholars have begun to challenge the way that political knowledge has been assessed in surveys, suggesting that the “pop quiz” format typically used is misleading regarding the process by which citizens wield political information in consequential judgments and decisions (Prior & Lupia, 2006).  Such critics suggest that a citizen’s competence is indicated not by how many discrete bits of information are stored in his or her memory and available for instantaneous retrieval, but instead is instantiated by his or her ability and motivation to find and use relevant pieces of information when the task at hands calls for it.  Thus, the fact that most people do not have an encyclopedic set of political facts at their fingertips does not mean that the political judgments they make are groundless.  When faced with a consequential judgment or decision, people may well seek out and make use of relevant information.  Indeed, when provided with both opportunity and motivation, ordinary citizens prove to be quite capable of utilizing political information (Prior & Lupia, 2006).  So policy-makers might prefer to measure public preferences in ways (e.g., via Internet surveys) that permit people to pause and seek out any information they need before answering a question.


� In order to address these concerns, one or both of two steps can be taken in measuring public opinion. First, the EPA can conduct surveys that educate survey respondents about a problem or policy before asking for their preferences. Alternatively, in addition to preferences, the EPA can routinely measure the degree of knowledge and thought that people bring to a survey. This latter approach could be used to determine whether the preferences of members of the public who are knowledgeable and thoughtful are substantially different from those who are not. If this is the case, the EPA could conduct statistical simulations to predict what preferences people would express if everyone were fully informed and deeply thoughtful





